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 Fast autoscaling in Cloudera operational 
 database 
 Cloudera Operational Database (COD) supports fast autoscaling for higher computing 
 requirements. COD enables fast autoscaling whenever high CPU utilization or higher RPC 
 latency is observed in the system. 

 The fast autoscaling is achieved using the following mechanisms. 

 Introduction to Compute Instance Group 

 A Compute node instance group in COD consists of nodes that host all the services, similar to 
 those on Worker nodes, except the HDFS data services. The region servers on these nodes 
 communicate with HDFS (data nodes) running on the Worker nodes. 

 The Compute nodes add to the system's higher compute capacity. During scale-up operations 
 due to higher compute requirements, the Compute nodes are scaled up using the same storage 
 as the existing Worker nodes. Hence, during the scale-down of these Compute nodes, the data 
 remains in the Worker nodes and does not require data redistribution. The Worker nodes 
 continue to host the data services and are scaled (up or down) according to the data 
 requirements (such as Data storage and Regions per server). 
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 Metrics categorization 

 The metrics used for autoscaling are categorized into the following groups: The data metrics 
 scale the Worker instance group, while the compute metrics scale the Compute instance group. 

 ●  Worker Group (Data-related metrics) 
 a.  HDFS usage 
 b.  Region density (Regions per server) 
 c.  Total Store File size across region servers 

 ●  Compute Group (Compute-related metrics) 
 a.  CPU utilization 
 b.  RPC latency 

 This document has been released as part of a technical preview for features described herein.  Technical  preview 
 components are provided as a convenience to our customers for their evaluation and trial usage. These components 

 are provided ‘as is’ without warranty or support. Further, Cloudera assumes no liability for the usage of technical 
 preview components, which should be used by customers at their own risk. 
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 Fast autoscaling mechanism 

 COD relies on suspending and resuming (start and stop) autoscaling, where the maximum 
 allowed number of nodes in the system are instantiated but kept in a Stopped state. This 
 mechanism is used for the scaling of the Compute instance group. 

 When a requirement for higher compute power arises in the cluster, COD starts the required 
 number of Compute nodes. The scale-up time is drastically reduced because the Compute 
 nodes are already initialized. Similarly, when the requirement for computing goes down, the 
 Compute nodes are stopped but not dropped. They remain in the cluster in the Stopped state. 
 The scale-up and scale-down time is reduced since the instance initialization is skipped during 
 every scale-up or scale-down operation. 

 COD supports the suspending and resuming of fast autoscaling for the Compute nodes only. 
 The Worker nodes continue to use the existing autoscaling mechanism. 

 For more information, see the following topics: 
 ●  Autoscaling clusters  . 
 ●  Faster Auto-scaling for Higher Computing Requirements 

 Enabling fast autoscaling in COD 
 Learn how to enable the fast autoscaling mechanism in COD. 

 Before you begin 

 ●  The cluster must have the COD setup in the environment. 
 ●  The node on which the steps are executed must have the CDP CLI installed. 
 ●  You must have the  COD_USE_COMPUTE_ONLY_NODES  entitlement. 
 ●  You must use COD 1.37.0 or a higher version. 

 Steps 

 1.  Launch the CDP CLI tool. 
 2.  Use the CDP CLI  create-database  command to create  the compute instance group. 

 Use the  --auto-scaling-parameters  option to specify  the maximum and minimum 
 number of compute nodes. 

 cdp opdb create-database —environment-name <env_name> 
 –database-name <db_name> --auto-scaling-parameters 
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 '{"minComputeNodesForDatabase":<min_compute_nodes>, 
 "maxComputeNodesForDatabase": <max_compute_nodes>}' 

 Where, 

 ●  <max_compute_nodes>  specifies the maximum number of  Compute nodes required in 
 the system. 

 ●  <min_compute_nodes>  specifies the minimum number of  Compute nodes in the system. 

 When the command is successfully executed, the newly created database contains the 
 instantiated  <max_compute_nodes>  nodes. However, in  the subsequent, 
 scaling-executor cycle, the Compute nodes are stopped until the required number of 
 nodes or the count  <min_compute_nodes>  is reached. 

 Alternatively, if the database is already created on 1.37.0, we can use the update 
 database CDP CLI command to update the autoscaling parameters mentioned above. 

 3.  Configure the autoscaling parameter to have an appropriate maxCpuUtilization which 
 represents the average CPU utilization percent across Worker nodes and Compute 
 nodes. 

 cdp opdb update-database --environment-name <env_name> 
 --database-name <db_name> \ 
 --auto-scaling-parameters '{"maxCpuUtilization": 80. . . }' 

 The subsequent scaling cycles start or stop the Compute nodes as per the compute 
 requirements. 

 4.  Execute the update-database CDP CLI command to start all the Compute nodes in the 
 system, if the cluster needs to be stopped or upgraded. 

 cdp opdb update-database --environment-name <env_name> 
 --database-name <db_name> \ 
 --auto-scaling-parameters 
 '{"minComputeNodesForDatabase":<max_compute_nodes>}' 

 All the Compute nodes are started. The nodes are running after the cluster upgrade or 
 restart. 

 5.  Revert to the original <min_compute_node> after the restart or upgrade. 

 cdp opdb update-database --environment-name <env_name> 
 --database-name <db_name> \ 
 --auto-scaling-parameters 
 '{"minComputeNodesForDatabase":<min_compute_nodes>}' 

 The subsequent scaling cycles stop the additional Compute nodes in the cluster. 
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 For more information, see  CDP CLI beta documentation  . 

 Disabling fast autoscaling in COD 
 You can disable the fast autoscaling in your COD cluster. However, the existing autoscaling 
 mechanism operates as usual in the cluster  . 

 Before you begin 

 ●  The cluster must have the COD setup in the environment. 
 ●  The node on which the steps are executed must have the CDP CLI installed. 
 ●  Fast autoscaling must be enabled in your cluster. 

 Steps 

 1.  Launch the CDP CLI tool. 
 2.  Set the minimum and maximum Compute node counts to zero. This command deletes 

 all the Compute nodes in the cluster. 

 cdp opdb create-database —environment-name <env_name> 
 –database-name <db_name> --auto-scaling-parameters 
 '{"minComputeNodesForDatabase":0, "maxComputeNodesForDatabase": 
 0}' 

 The subsequent autoscaling executions only impact the Worker instance group. 

 For more information, see  CDP CLI beta documentation  . 

 Runtime upgrade of the cluster 
 Learn how to resume the stopped nodes in the cluster before performing a runtime upgrade. 

 The cluster upgrade might fail if the cluster contains nodes that are in the Stopped state. You 
 must restart these nodes before executing the upgrade or drop the stopped nodes before the 
 upgrade. They can be added later after the upgrade. 

 Ensure that you execute the following command to increase the minimum number of nodes in 
 the cluster to the maximum number of allowed Compute nodes in the cluster. This triggers the 
 restart of the stopped nodes. After that, the cluster can be upgraded. 

 ./clients/cdpcli/cdp.sh opdb update-database --environment-name 
 jrh16-cod-7216 --database-name jrh13-7216 \ 
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 --auto-scaling-parameters 
 '{"minComputeNodesForDatabase":<MAX_COMPUTE_NODES>}' 

 Revert the  minComputeNodesForDatabase  to the original value after the upgrade. 

 Alternatively, drop all the stopped Compute nodes in the cluster using the following CDP CLI 
 command. 

 cdp opdb create-database —environment-name <env_name> –database-name 
 <db_name> --auto-scaling-parameters '{"maxComputeNodesForDatabase": 
 <number_of running_compute_nodes in the system>}' 

 For more information, see  CDP CLI beta documentation  . 
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