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Cloudera Flow Management Before you begin

Before you start the migration process, there are a few essential things to take care of. This section provides the key
steps and requirements you should consider before migrating your NiFi dataflows and NiFi Registry versioned flows
from an HDF 3.5.x or CFM 1.1.0 standalone cluster to a CFM 2.0.1 cluster on CDP Private Cloud Base.

When considering the transition to CFM 2.0.1, you have two main options:

Upgrade
It refers to a complete in-place upgrade of CFM on CDP Private Cloud Base. For detailed upgrade
instructions, see the Upgrade Guide.

Migration
This method entails moving existing HDF cluster workloads to a fresh installation of CDP Private
Cloud Base.

Y ou must migrate your flows from one of the following environments:
e HDF35x

» Standalone (not managed by Ambari)

e Ambari (with or without Ranger)

e +HDP3.1.5 and Ambari (with or without Ranger)
« CFM 110

« Standalone (not managed by Cloudera Manager)

Note:
IE HDF and CFM are packaged with distinct sets of components. For specific details, see CFM component
versions and HDF Component Support.

Components exclusive to HDF but not part of CFM will be integrated into the CDP package. To learn about
migrating workloads from HDF components that are not included in CFM, see Migrating Workloadsin the
CDP Private Cloud Upgrade guide.

e Alignyour HDF 3.5.x or CFM 1.1.0 standal one migration with an equivalent target environment.
For example:

e From HDF 3.5.x without Ranger to CFM 2.0.1 without Ranger
* From HDF 3.5.x with Ranger to CFM 2.0.1 with Ranger
e From CFM 1.1.x without Ranger to CFM 2.0.1 without Ranger
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¢ Ensure that:

* You have deployed a CDP Private Cloud Base cluster with the necessary services running (ZooK eeper,
Ranger, and similar) and default configurationsin place.

* You have sufficient networking connectivity and capacity between the source and destination clusters.

* You have the necessary permissions to access and modify files on cluster nodes.

* You have reviewed the Cloudera Flow Management Release Notes and are aware of the existing known
issues.

* You havereviewed the Apache NiFi Migration Guidance and Apache NiFi Registry Migration Guidance and
understand any distinctions between source and destination components.

Related Information

Cloudera Flow Management Release Notes
Upgrade Guide

Apache NiFi Registry Migration Guidance
Apache NiFi Migration Guidance

CFM component versions

HDF Component Support

Migrating workloads

Preserving source cluster files and directories

Learn how to locate and backup the NiFi and NiFi Registry files on the source cluster. Y ou will need thesefiles
later in the migration process. It is also important to preserve configuration files so that you can retain any cluster
customizations that you implemented on your source cluster.

NiFi files to preserve

Liststhe NiFi files and directories to preserve along with their default locations.

Itemsto preserve Default location

The following configuration files: e HDF —/usr/hdf/current/nifi/conf
» HDF or CFM standalone installations — <nifi-installation-
directory>/conf

e authorizers.xml

*  bootstrap.conf

*  bootstrap-notification-services.xml
« login-identity-providers.xml

¢ nifi.properties

¢ state-management.xml

If NiFi is secured:

¢ authorizations.xml
e usersxml

HDF — /var/lib/nifi/conf

HDF or CFM standal one installations — <nifi-installation-

directory>/conf

The following directories:

e database_repository

¢ provenance_repository
¢ local state directory

HDF — /var/lib/nifi

HDF or CFM standal one installations — <nifi-installation-

directory>/

flow.xml.gz

HDF — /var/lib/nifi/conf

HDF or CFM standal one installations — <nifi-installation-

directory>/conf
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Install CFM 2.0.1

Note:
E It isabest practice to create NiFi content, database, flowfile and provenance repositories on separate physical
disks and reference them using the directory path properties in nifi.properties. This best practice facilitates the

migration process.

Preserve custom processors/NARs

Describes the steps to preserve custom processors/NARS.

If you have created any custom NARS, a best practice isto store and reference them in a centralized location.

On each source node:

1. Create asecond library directory called custom_lib. For example: /opt/configuration_resources/custom_lib.

2. Move your custom NARsto this new directory.

3. Add anew lineto the nifi.properties file to specify this new lib directory. For example:

nifi.nar.library.directory.custom=/opt/configuration_resources/customlib

Y ou will perform asimilar procedure on the destination cluster nodes later in the migration process.

Note:
E For HDF NARs, you may need to rebuild them to correctly depend on the CFM NARs, instead of HDF.

NiFi Registry files to preserve

Liststhe NiFi Registry files and directories to preserve and their default locations on the source cluster.

Itemsto preserve Default location

The following configuration files:

e authorizers.xml

¢ bootstrap.conf

e identity-providers.xml
¢ logback.xml

« nifi-registry.properties
e providersxml

HDF — /usr/hdf/current/nifi-registry/conf

HDF or CFM standalone installations — <registry-installation-
directory>/conf

If NiFi Registry is secured:

¢ authorizations.xml
e usersxml

HDF — /var/lib/nifi-registry/conf
HDF or CFM standalone install ations — <registry-installation-
directory>/conf

The following directories:
e database

The nifi.registry.db.url property in nifi-registry.properties points
to the location of the NiFi Registry metadata database. The default
database is H2.

« flow_storage

HDF — /var/lib/nifi-registry
HDF or CFM standal one installations — <registry-installation-
directory>/

Install CFM 2.0.1

This section guides you through the installation process for CFM 2.0.1.
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* You haveinstalled and configured a CDP Private Cloud Base cluster and it is ready for CFM deployment. For
detailed instructions, see the Deployment Guide

* You have equivalence between source and target clusters. For example, if your source NiFi cluster has 3 nodes,
your CFM 2.0.1 NiFi cluster must also have at least 3 nodes to ensure compatibility and proper functionality.

Provides the steps for how to add and configure your NiFi service.

* You haveinstalled a CDP Private Cloud Base cluster and prepared it for the CFM deployment. For more
information, see the Deployment Guide.

* You have equivalence between source and target clusters. For example, if your source NiFi cluster has 3 nodes,
the CFM 2.0.1 NiFi cluster must have at least 3 nodes as well.

* You have reviewed the information about preserving your source cluster files and directories and made the
necessary backups.

1. From Cloudera Manager, add the CFM 2.0.1 NiFi Service.
2. Set someinitia configurations.

Generally, you can accept default values during the initial installation. However, there are some settings that you
should configure before proceeding:

Master Key Password This password is used when you generate the master key for
sensitive properties encryption in the NiFi propertiesfilewhenitis

nifi.mster.key. password written to disk. It must contain at least 12 characters.

Sensitive Properties Key Thisisthe password used when you encrypt any sensitive property
valuesthat are configured in NiFi components. It must contain at

nifi.sensitive. props. key least 12 characters,

If you change the Sensitive Properties Key from what was used in
your source cluster, you must also update the encrypted sensitive
property values in the flow.xml.gz. Refer to the section “Migrating a
Flow with Sensitive Properties’ below.
3. Stop the NiFi service.
4. Update the NiFi configuration.
In your CFM 2.0.1 NiFi, use Cloudera Manager to walk through all the configuration values and match the

values from your source cluster that are not cluster specific. Examples of cluster specific values include keystore,
truststore, ZooK eeper hosthames, and similar.

Reference the source NiFi configuration files collected earlier as needed. Double check all entries for typos.

B Note:
Do not copy over or migrate any data repositories, local state, ZooK eeper state, or flow.xml.gz from your
source NiFi at thistime.

Sample configuration changes
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Update the Login Identity Provider properties.

The Template for login-identity-providers.xml from Ambari is now composed of individual propertiesin Cloudera
Manager.

Asan example, if using LDAP for authentication, the following login-identity-providers.xml:

<l ogi nl denti t yProvi der s>
<provi der >
<identifier>l dap-provider</identifier>
<cl ass>or g. apache. ni fi .| dap. LdapProvi der </ cl ass>
<property nanme="Aut henti cation Strategy">SlI MPLE</ property>
<property nane="Manager DN'>ui d=adm n, ou=peopl e, dc=hadoop, dc=
apache, dc=or g</ property>
<property nane="Manager Password">admni n- passwor d</ property>
<property nane="Referral Strategy">FO.LOM/ property>
<property nane="Connect Ti neout">10 secs</property>
<property nane="Read Ti meout">10 secs</property>
<property nanme="Url ">l dap://ctr-eld44-1587379642025-3931-01-00
0003. hwx. si t e: 33389</ property>
<property nane="User Search Base">ou=peopl e, dc=hadoop, dc=apac
he, dc=or g</ property>
<property nane="User Search Filter">ui d={0}</property>
<property nanme="ldentity Strategy">USE_ USERNAME</ property>
<property nane="Aut henti cati on Expiration">12 hours</property>
</ provi der >
</l ogi nl dentityProvi der s>

Y ou would use Cloudera Manager to set the following NiFi service properties instead.

* LDAPEnabled is checked

e Login Identity Provider: Default LDAP Provider Class set to org.apache.nifi.ldap.L dapProvider
« LDAP Authentication Strategy set to SIMPLE

* LDAP Manager DN set to uid=admin,ou=people,dc=hadoop,dc=apache,dc=org

» LDAP Manager Password set to admin-password

« LDAP Referral Strategy set to FOLLOW

* LDAP Connect Timeout set to 10 secs

e LDAP Read Timeout set to 10 secs

e LDAP Url set to Idap://ctr-e144-1587379642025-3931-01-000003.hwx.site: 33389
« LDAP User Search Base set to ou=people,dc=hadoop,dc=apache,dc=org

e Login Identity Provider: Default LDAP User Search Filter set to uid={ 0}

* Login Identity Provider: Default LDAP Identity Strategy set to USE_ USERNAME
* Login Identity Provider: Default LDAP Authentication Expiration set to 12 hours

There are several additional LDAP configuration requirements:

e Enable TLS/SSL for NiFi Node is checked

e |nitial Admin Identity set to admin

« Login Identity Provider ID set to |dap-provider

e Authorizers: LDAP User Search Filter set to (uid=*)
e Authorizers: LDAP User Identity Attribute set to uid

When you have completed the steps for adding and configuring the NiFi Service, you may proceed with adding and
configuring the NiFi Registry service.

Deployment Guide
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Provides the steps for how to add and configure your NiFi Registry service.

* Youhaveinstaled a CDP Private Cloud Base cluster and prepared it for the CFM deployment. For more
information, see the Deployment Guide.

* You have equivalence between source and target clusters. For example, if your source NiFi cluster has 3 nodes,
the CFM 2.0.1 NiFi cluster must have at least 3 nodes as well.

* You have added the NiFi service.

1. Add CFM 2.0.1 NiFi Registry service.
2. Set someinitial configurations.

Generally, you can accept default values during the initial installation. However, there are some settings that you
should configure before proceeding:

Master Key Password This password is used to generate the master key for encrypting NiFi
Registry properties on the filesystem.

nifi.registry. master. key. password
3. Stop the NiFi Registry service.
4. Update the NiFi Registry configuration.

Inyour CFM 2.0.1 NiFi Registry, use Cloudera Manager to walk through al the configuration values and match
the values from your source cluster that are not cluster specific. Examples of cluster specific valuesinclude
keystore, truststore, and similar.

Reference the source NiFi Registry configuration files collected earlier as needed. Double check all entries for
typos.

B Note:
Do not copy over or migrate any data repositories, local state, ZooK eeper state, or flow.xml.gz from your
source NiFi Registry at thistime.

Sample configuration changes
Update the Login Identity Provider properties.

The Template for identity-providers.xml from Ambari is now composed of individual propertiesin Cloudera
Manager.

Asan example, if using LDAP for authentication, the following identity-providers.xml:

<identityProviders>
<pr ovi der >
<identi fier>l dap-provider</identifier>
<cl ass>or g. apache. nifi.registry.security.|dap.LdapldentityProvider</c
| ass>
<property nane="Aut henti cation Strategy">SI MPLE</ property>
<pr operty nane="Manager DN'>ui d=adni n, ou=peopl e, dc=hadoop, dc=apache
, dc=or g</ property>
<property nane="Manager Password">admn n- passwor d</ property>
<property name="Referral Strategy">FO.LON/ property>
<property name="Connect Ti neout">10 secs</property>
<property nane="Read Ti meout">10 secs</property>

10
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<property nanme="Url ">l dap://ctr-eld44-1587379642025-3931-01-000003. h
Wx. si t e: 33389</ property>

<property nane="User Search Base">ou=peopl e, dc=hadoop, dc=apache, dc=
or g</ property>

<property nane="User Search Filter">uid={0}</property>

<property name="ldentity Strategy">USE_USERNAME</ pr operty>

<property name="Aut hentication Expiration">12 hours</property>

</ provi der >

</identityProviders>

Y ou would use Cloudera Manager to set the following NiFi Registry service properties instead.

e LDAPEnabled is checked

 ldentity Provider: Default LDAP Provider Class set to org.apache.nifi.registry.security.ldap.L dapl dentityProvider
* LDAP Authentication Strategy set to SIMPLE

* LDAP Manager DN set to uid=admin,ou=people,dc=hadoop,dc=apache,dc=org

» LDAP Manager Password set to admin-password

» LDAP Referral Strategy set to FOLLOW

* LDAP Connect Timeout set to 10 secs

* LDAP Read Timeout set to 10 Secs

» LDAP Url set to Idap://ctr-e144-1587379642025-3931-01-000003.hwx.site: 33389
e LDAP User Search Base set to ou=people,dc=hadoop,dc=apache,dc=org

e ldentity Provider: Default LDAP User Search Filter set to uid={ 0}

* ldentity Provider: Default LDAP Identity Strategy set to USE_USERNAME

* ldentity Provider: Default LDAP Authentication Expiration set to 12 hours

There are several additional LDAP configuration requirements:

e Enable TLS/SSL for NiFi Registry is checked

e |nitial Admin Identity set to admin

e ldentity Provider Identifier set to |dap-provider

e Authorizers: LDAP User Search Filter set to (uid=*)
e Authorizers: LDAP User |dentity Attribute set to uid
e Client Authentication Required is unchecked

When you have finished adding and configuring both the NiFi and NiFi Registry services, verify your CFM 2.0.1
installation.

Deployment Guide

This section provides a step-by-step verification process for your CFM 2.0.1 installation.

e |f you have modified the Initial Admin Identity (nifi.initial.admin.identity) after theinitial NiFi service
installation, select Actions Reset File-based Authorizer Users and Policies before starting the NiFi service.

This action archives the existing users.xml and authorizations.xml files and new ones will be generated based on
your configuration changes.

11
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« If you have modified the Initial Admin Identity (nifi.registry.initial.admin.identity) after the initial NiFi Registry
service installation, select Actions Reset File-based Authorizer Users and Policies before starting the NiFi
Registry service.

1. Start the NiFi service.
2. Start the NiFi Registry service.

3. Ensurethat both NiFi and NiFi Registry have started successfully and that they are securely accessible over
HTTPS.

4. Loginto NiFi using your authorized admin user credentials.
Y ou should see a blank canvas.

5. Loginto NiFi Registry using your authorized admin user credentials.
Y ou should see no resources.

Tip:
Q Take note of the Registry URL for future reference.

6. Onceyou are confident that all services are working correctly, shut down both the NiFi and the NiFi Registry
services and continue with the migration.

When you are ready to proceed, the next step is to shut down the source services.

f Important:

Be aware that some of the migration steps may involve downtime. It is advisable to thoroughly review
al migration instructions before proceeding. Depending on your specific use cases, thereis a possibility
of conducting a migration without incurring downtime. For further guidance, reach out to your Cloudera
representative to engage with Professional Services.

This section provides a step-by-step process to clear activities and shut down your source cluster NiFi and NiFi
Registry services.

* You have preserved your source cluster files and directories.
* You haveinstalled and verified CFM 2.0.1.

1. Inthe source NiFi cluster, stop all the source processors to prevent the ingestion of new data.

2. Confirm that there is no active datain any of the queues by monitoring the left side of the NiFi status bar. When
all active data has stopped, the status bar shows 0 FlowFiles and 0 bytes of data:

— — Q=D =
) | o =] . (=
DATAFLOW LJ'> -ﬁ> o—0  O—

e 3/3 0

12
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3. Shut down the source NiFi service.
4. Shut down the source NiFi Registry service.

When you have finished shutting down your source services, migrate the NiFi data directories.

This section provides a step-by-step process to migrate the NiFi data directories.

When you are migrating any of the following from the source cluster to the destination cluster, ensure that the file and
directory ownerships and permissions are consistent.

The database _repository consists of two H2 databases and their corresponding lock files:

« nifi-flow-audit.n2.db

« nifi-flow-audit.lock.db
 nifi-user-keys.h2.db
 nifi-user-keys.lock.db

The nifi-user-keys.h2.db contains information about who has logged into NiFi, if NiFi has been secured. The nifi-
flow-audit.h2.db contains flow configuration history. These databases only need to be migrated if this historical
information needs to be retained, but note that any NiF nodes referenced in them will refer to the source nodes. If you
do not wish to retain the database information, you may skip step 2.

1. Copy the entire provenance_repository directory from a source cluster node to a node on the destination cluster.
Provenance repositories cannot be merged. For example: source Node 1 # destination Node 1, source Node 2 #
destination Node 2, ... source Node N # destination Node N.

Note:

E The path to the destination provenance repository can be the same as the source provenance
repository (if on a separate physical disk, for example), but it is not a requirement. Y ou must place the
provenance_repository directory in the path assigned to the nifi.provenance.repository.directory property
in the destination cluster. The default path is /var/lib/nifi/provenance_repository.

2. Copy the entire database _repository directory from a source cluster node to a node on the destination cluster.
For example: source Node 1 # destination Node 1, source Node 2 # destination Node 2, ... source Node N #
destination Node N.

Note:

IE The path to the destination database repository can be the same as the source database repository (if on a
separate physical disk, for example), but it is not a requirement. Y ou must place the database repository
directory in the path assigned to the nifi.database.directory property in the destination cluster. The default
path is /var/lib/nifi/database _repository.

When you have compl eted the provenance _repository and database repository migration, migrate the NiFi
flow.xml.gz file.

13
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This section provides a step-by-step process to migrate the NiFi flow.xml.gz file.
Before you begin

* When you migrate the flow.xml.gz from the source cluster to the destination cluster, ensure that the file ownership
and permission are consistent.

» Copy the flow.xml.gz file from any node in the source cluster to all nodes on the destination cluster. The default
CFM 2.0.1 location isthe var/lib/nifi directory.

» Before you copy the flow.xml.gz file to the destination cluster, you must edit it to remove any references to the
source cluster. The content of the flow.xml.gz file is different, based on source cluster activities. Here are some
examples of common edits you must make.

Provides steps for removing unnecessary reporting tasks in the flow.xml.gz file.

Y ou can remove the Anbar i Reporti ngTask used by your HDF NiFi cluster, asit is not used by Cloudera
Manager.

1. Unzip flow.xml.gz.
2. Edit the resulting flow.xml file by removing the reporting task:

<reportingTask>
<i d>3b80balf - a6¢c0- 48db- b721- 4dbc04cef 28e</i d>
<nanme>Anbari Report i ngTask</ name>
<coment / >
ass>or g. apache. nifi.reporting.anbari.Anbari Reporti ngTask</cl ass>
<bundl e>
<gr oup>or g. apache. ni fi </ gr oup>
<artifact>nifi-anbari-nar</artifact>
<version>1.11.4.3.5.1.0-17</versi on>
</ bundl e>
<schedul i ngPeri od>1 ni ns</schedul i ngPeri od>
<schedul edSt at e>RUNNI NG</ schedul edSt at e>
<schedul i ngSt r at egy>TI MER_DRI VEN</ schedul i ngStr at egy>
<property>
<name>Metrics Col | ect or URL</name>
<val ue>${anbari.nmetrics.coll ector.url}</val ue>
</ property>
<property>
<name>Appl i cati on | D</ name>
<val ue>${anbari . application.id}</val ue>
</ property>
<property>
<name>Host nane</ name>
<val ue>${ host name(true)}</val ue>
</ property>
<property>
<name>Process G oup | D</ nanme>
</ property>

<C

14
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</reportingTask>

B Note:

Reporting tasks are bookended by the tags <reportingTasks> and <reportingTasks/>. If you no longer
have any reporting tasks in your flow, you should still retain the closing tag <reportingTasks/> in the
flow.xml file.

3. Saveyour changes.
4. Ziptheflow.xml file:

gzip flow xm

When you have completed the steps to remove unnecessary reporting tasks, update the Registry Client.

Provides steps for updating the Registry Client information in the flow.xml.gz file.
Y ou have removed any unnecessary reporting tasks.

1. Unzip flow.xml.gz.

2. Edit the resulting flow.xml file by replacing the source Registry URL with the destination Registry URL and
change the Registry Name if desired:

<registries>

<f | owRegi stry>
<i d>95503839- 0172- 1000-ffff-ffffe2b7b914</i d>
<name>CFM Regi st r y</ nane>
<url >https://cfmregistry_node: 61443</url >
<descri ption/ >

</fl owRegi stry>

</registries>

3. Saveyour changes.
4. Ziptheflow.xml file:

gzip flow xm

When you have updated the Registry Client, update the references to source cluster nodes with destination cluster
nodes.

Provides steps for updating references to source cluster nodes with destination cluster nodes in the flow.xml.gz file.
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Y ou have removed unnecessary reporting tasks and updated the Registry Client information.

1. Unzip flow.xml.gz.
2. Search and replace URL s that refer to the source NiFi nodes with the equivalent destination NiFi nodes.

For example, in a Remote Process Group:

<r enot ePr ocessG oup>
<i d>c8647bee- 0172- 1000- 0000- 00001f f 1d10f </ i d>
<name>Ni Fi Fl ow</ name>
<posi tion x="968.0" y="520.0"/>
<coment / >
<url >https://renmote_instance_host: 8443/ nifi</url>
<urls>https://renote_i nstance_host: 8443/ nifi</url s>
<ti meout >30 sec</ti meout >
<yi el dPeri 0d>10 sec</yi el dPeri od>
<transm tting>fal se</transmtting>
<t ransport Prot ocol >HTTP</ t r ansport Pr ot ocol >
<pr oxyHost />
<pr oxyUser/>
<i nput Port >
<i d>6ade8167- dc3c- 3af c- b22e- f 38465f df 601</i d>
<nanme>Fi | e Li sti ng</nane>
<position x="0.0" y="0.0"/>
<conment s/ >
<schedul edSt at e>STOPPED</ schedul edSt at e>
<t arget | d>c85b69ba- 0172- 1000- 0000- 000077bde971</t arget | d>
<maxConcurr ent Tasks>1</ maxConcur r ent Tasks>
<useConpr essi on>f al se</ useConpr essi on>
<bat chCount >1</ bat chCount >
</i nput Por t >
</ renot eProcessG oup>

3. Saveyour changes.
4. Ziptheflow.xml file:

gzip flow xm

When you have finished updating the cluster node references, update a flow with sensitive properties.

Provides steps for updating your flow with sensitive propertiesin the flow.xml.gz file.

If the Sensitive Properties Key (nifi.sensitive.props.key) is changing from the source cluster to the destination cluster,
you must update the flow.xml.gz file prior to copying it to each node.

When avalueis set for nifi.sensitive.props.key, the specified key is used to encrypt sensitive properties in the flow
(password fields in components for example). Y ou can use the Encrypt-Config tool in the NiFi Toolkit to migrate the
key and update the flow.xml.gz. Encrypt-Config performs the following actions:

* Readsthe existing flow.xml.gz and decrypts the sensitive values using the current key.
« Encryptsal the sensitive values with a specified new key.
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» Updates the existing nifi.properties and flow.xml.gz files or creates new versions of them.

See Using the Apache NiFi Toolkit for comprehensive information on Encrypt-Config.

Note:
E In an HDF cluster, the NiFi Toolkit scripts are located in /usr/hdf/current/nifi-toolkit/bin.

Thisis an example Encrypt-Config tool command:

$ ./nifi-toolkit-<version>/bin/encrypt-config.sh
-f /path/to/nifi_source/flow xm .gz

-g /path/to/create/updated/flow xm . gz

-S <new- passwor d>

-n /path/to/nifi_source/nifi.properties

-0 /path/to/create/updated/ nifi.properties

- X

Where:

» -f gpecifies the source flow.xml.gz

» -g specifiesthe destination flow.xml.gz

« -sgpecifiesthe new sensitive properties key

« -n specifies the source nifi.properties

» -0 specifies the destination nifi.properties

« -Xtellsthe Encrypt-Config tool to only process the sensitive properties

If valuesin nifi.properties have been encrypted using the Encrypt Configuration Master Key Password property in
Ambari (equivalent to the nifi.master.key.password property in CFM), add the -b option:

' &

.I'nifi-tool kit-<version>/bin/encrypt-config.sh
b /path/to/nifi_sourcel/bootstrap. conf
-f /path/to/nifi_source/flow xm .gz
-g /path/to/create/updated/flow xm . gz
-s <new- passwor d>
-n /path/to/nifi_source/nifi.properties
-0 /path/to/create/updated/ nifi.properties
- X

Where:

» -b specifies the source NiFi bootstrap.conf

Using the Apache NiFi Toolkit

This section provides a step-by-step process to migrate both Ranger and file-based policies for NiFi and NiFi
Registry.

Provides the steps for migrating NiFi Ranger-based policies
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* You haveinstalled the Ranger service on your destination cluster.
* You have selected Ranger as a NiFi dependency.

If the source cluster uses Ranger policies for NiFi authorizations and you require the same Ranger policies on the
destination cluster, migrate the existing Ranger policies using the Ranger Import/Export feature.

1. Inyour source Ranger Ul, select Access Manager | Resource Based Policies. On the Service Manager page, select
Export. Remove all services listed except NiFi and select Export. A JSON file is exported.

2. Inyour destination Ranger Ul, select Access Manager | Resource Based Policies. On the Service Manager page,
select the NiFi service. Delete all of the existing policies on the service, being careful not to delete the NiFi
service.

3. Return to the Service Manager page in your destination Ranger. Select Import. Select the source JSON file you
exported in Step 1. Map the source NiFi Ranger service to the destination NiFi Ranger service. Select Import.

4. For NiFi service policies where source NiFi nodes are referenced (for example, Proxy policy), add the group nifi
to those conditions, then delete the source nodes from those policies.

5. Edit the users.xml from the source cluster by removing source node users. Replace the users.xml on each
destination cluster NiFi node with the modified users.xml. The default CFM 2.0.1 location is /var/lib/nifi.

When you have finished migrating NiFi Ranger-based policies, proceed with the steps for migrating NiFi Registry
Ranger-based policies.

Provides the steps for migrating NiFi Registry Ranger-based policies.

If the source cluster uses Ranger policies for NiFi Registry authorizations and you require the same Ranger policies
on the destination cluster, migrate the existing Ranger policies using the Ranger |mport/Export feature.

* You haveinstalled the Ranger service on your destination cluster.
¢ You have selected Ranger asa NiFi Registry dependency.

1. Inyour source Ranger Ul, select Access Manager | Resource Based Policies. On the Service Manager page, select
Export. Remove all services listed except NiFi Registry and select Export. A JSON fileis exported.

2. Inyour destination Ranger Ul, select Access Manager | Resource Based Policies. On the Service Manager page,
select the NiFi Registry Ranger service. Delete all of the existing policies on the service, being careful not to
delete the NiFi Registry service.

3. Return to the Service Manager page in your destination Ranger. Select Import. Select the source JSON file you
exported in Step 1. Map the source NiFi Registry Ranger service to the destination NiFi Registry Ranger service.
Select Import.

4. For NiFi Registry service policies where source NiFi nodes are referenced (for example, Proxy and Bucket
policies), add the group nifiregistry to those conditions, then delete the source nodes from those policies.
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5. Edit the users.xml from the source cluster by removing source node users. Replace the users.xml on the
destination cluster NiFi Registry node with the modified users.xml. The default CFM 2.0.1 location is /var/lib/
nifiregistry.

When you have completed migrating NiFi Registry policies, you may proceed to migrating NiFi state and custom
components.

Provides information about and examples of migrating NiFi file-based policies.
To migrate NiFi file-based authorization policies, you will perform the following edits.

Edit the users.xml from the source cluster by removing references to the source node users. Replace the users.xml on
each destination NiFi node with the modified users.xml. The default CFM 2.0.1 location is /var/lib/nifi.

CFM NiFi usesthe CMUserGroupProvider, configured in the authorizers.xml file, and places all the NiFi node
hostnames in the nifi group. Edit the authorizations.xml from the source cluster by removing source node users from
each policy they were assigned and replacing them with the nifi group identifier.

For example, if HDF NiFi had three NiFi node users on the “proxy user requests’ policy:

<policy identifier="287edf 48-da72-359b- 8f 61- da5d4c45a270" resource="/proxy"
action="W >
<user identifier="fd4f 71d3-7b7c-3286-bec0-d42a752f 1e0c"/ >
<user identifier="80ba7lda-7789-3c7b-924f-041d598c8137"/ >
<user identifier="e32ed0da-eb652-39e6-86db-48cfa3750a9f"/>
</ policy>

Y ou should edit the policy with the following information for CFM 2.0.1:

<policy identifier="287edf 48-da72- 359b- 8f 61- da5d4c45a270" resource="/proxy"
action="W>

<group identifier="nifi"/>
</ policy>

Y ou must make similar changes if your flow uses Site-to-Site. Y ou must update the “retrieve site-to-site details”
global access policy:

<policy identifier="c86712ce-0172-1000-0000-00007a4ea450" resource="/site-to
-site" action="R'>

<group identifier="nifi"/>
</ policy>

Y ou must also update the “retrieve data via site-to-site” policy on related input ports:

<policy identifier="c8a608dd-0172-1000-ffff-ffffecll93ac" resource="/data-t
ransfer/i nput-ports/c85b69ba-0172-1000- 0000- 000077bde971" acti on="W >
<group identifier="nifi"/>
</ policy>

Note:
IE For any policies that require both group and user identifiers, the group identifier must be placed before the
user identifier on each policy.
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Replace the authorizations.xml on each destination cluster NiFi node with the modified authorizations.xml. The
default CFM 2.0.1 location is /var/lib/nifi.

After you finish

When you have finished migrating NiFi file-based policies, proceed with the steps for migrating NiFi Registry file-
based policies.

Provides information about and examples of migrating NiFi Registry file-based policies.

Edit the users.xml from the source cluster by removing source node users. Replace the users.xml on the NiFi Registry
node with the modified users.xml. The default CFM 2.0.1 location is /var/lib/nifiregistry.

CFM NiFi Registry uses the CMUserGroupProvider, configured in the authorizers.xml file, and places all the NiFi
node hostnames in the nifiregistry group. Edit the authorizations.xml from the source cluster by removing source
node users from each policy they were assigned and replacing them with the nifiregistry group identifier.

For example, if HDF NiFi Registry had three NiFi node users on each of the Read/Write/Delete proxy policies:

<policy identifier="d59a54f 7- 6dd6- 34ad- a279- a26f f db9eef 8" resource="/proxy"
acti on="R'>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
<user identifier="fd4f 71d3-7b7c-3286-bec0-d42a752f 1e0c"/ >
<user identifier="80ba7lda-7789-3c7b-924f-041d598¢c8137"/>
<user identifier="e32ed0da-e652-39e6-86db-48cfal3750a9f"/ >
</ policy>
<policy identifier="287edf 48- da72- 359b- 8f 61- da5d4c45a270" resource="/proxy"
acti on="W>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
<user identifier="fd4f 71d3-7b7c-3286-bec0-d42a752f 1e0c"/ >
<user identifier="80ba7lda-7789-3c7b-924f-041d598c8137"/ >
<user identifier="e32ed0da-eb652-39e6-86db-48cfa3750a9f"/>
</ policy>
<policy identifier="6dbdbffd-8a7d-32el-ba3e-f600e6c69791" resource="/proxy"
acti on="D'>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
<user identifier="fd4f 71d3-7b7c-3286-bec0-d42a752f 1e0c"/ >
<user identifier="80ba7lda-7789-3c7b-924f-041d598c8137"/ >
<user identifier="e32ed0da-eb652-39e6-86db-48cfa3750a9f"/>
</ policy>

Y ou should edit these policies with the following information for CFM 2.0.1:

<policy identifier="d59a54f 7- 6dd6- 34ad- a279- a26f f db9eef 8" resource="/proxy"
action="R"'>
<group identifier="nifiregistry"/>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
</ policy>
<policy identifier="287edf 48-da72-359b- 8f 61- da5d4c45a270" resource="/proxy"
action="W >
<group identifier="nifiregistry"/>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
</ policy>
<policy identifier="6dbdbffd-8a7d-32el-ba3e-f600e6c69791" resource="/proxy"
action="D"'>
<group identifier="nifiregistry"/>
<user identifier="21232f29-7a57-35a7-8389-4a0e4a801fc3"/>
</ policy>
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Note:
E For any policies that require both group and user identifiers, the group identifier must be placed before the
user identifier on each policy.

Replace the authorizations.xml on the NiFi Registry node with the modified authorizations.xml . The default CFM
2.0.1 location is /var/lib/nifiregistry.

After you finish

When you have completed migrating NiFi Registry file-based policies, you may proceed to migrating NiFi state and
custom components.

This section provides a step-by-step process to migrate NiFi state and custom components.

The state-management.xml file contains alocal-provider value with a directory path. Copy the contents of local state
directory from each source NiFi node to a node in the destination cluster. For example: source Node 1 # destination
Node 1, source Node 2 # destination Node 2, ..., source Node N # destination Node N.

The default state directory path in CFM 2.01 is /var/lib/nifi/state.

The state-management.xml file contains a cluster-provider value with ZooK eeper configuration. Use the ZooK eeper
Migrator in the NiFi Toolkit to migrate NiFi ZooK eeper content from the source cluster to the destination.

E Note:
In an HDF cluster, the NiFi Toolkit scripts are located in /usr/hdf/current/nifi-toolkit/bin.
1. Export the NiFi component data from the source ZooK eeper:

./ zk-m grator.sh

-r

-z sourceHost name: sourced i ent Port/ sour ceRoot Pat h/ conponent s
-f /path/tol/export/zk-source-data.json

B Note:
Ensure that the export directory exists asit is not created by the command.
2. Migrate the source ZooK eeper data to the destination ZooK eeper:

./ zk-m grator.sh

-s

-z destinati onHost nane: desti nati ond i ent Port/ desti nati onRoot Pat h/ conpon
ents

-f /path/to/export/zk-source-data.json

Note:
E In CFM 2.0.1, the NiFi Toolkit scripts are located in /opt/cloudera/parcel SCFM-2.0.1.0/TOOLKIT/bin.
For more information on the ZooK eeper Migrator, see Using the Apache NiFi Toolkit.
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1. In Cloudera Manager:

a. Findthe NiFi configuration property “NiFi Node Advanced Configuration Snippet (Safety Valve) for staging/
nifi.properties.xml”

Click “+" to add a snippet.

For the Name, enter: nifi.nar.library.directory.custom

For the Value, enter: /opt/configuration_resources/custom _lib

Enter a description.

®ooo

For example:

Tip:
Q To specify that the property values cannot be overridden, select the Final checkbox.

2. On every destination NiFi cluster node, copy any custom NiFi NARSs to the directory path specified by the Value
field.

After you finish

When you have finished migrating NiFi state and any custom components, proceed by migrating the NiFi Registry
data storage.

Using the Apache NiFi Toolkit

This section provides a step-by-step process to migrate your NiFi Registry metadata database, your flow storage, and
your bundle storage configurations.

Provides steps for migrating the H2, PostgreSQL , or MySQL metadata database.

1. Confirm the location of the source Registry metadata database specified by the nifi.registry.db.url property in nifi-
registry.properties.

2. Copy the database from the source NiFi Registry to the location specified by the NiFi Registry JDBC Url (nifi.reg
istry.db.url) in the destination NiFi Registry configuration. The default directory path in CFM 2.0.1 is/var/lib/
nifiregistry/database.

Note:
E The NiFi Registry Database Password (nifi.registry.db.password) in CFM must match the password used with
the source H2 database.
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1. Inthe destination Registry, match the configuration in the source nifi-registry.properties. Sample properties:

» NiFi Registry JIDBC Url (nifi.registry.db.url) — jdbc:postgresgl://<POST GRES-HOSTNAME>/nifireg
* NiFi Registry JDBC Driver (nifi.registry.db.driver.class) — org.postgresql .Driver
» NiFi Registry H2 directory storage location (nifi.registry.db.driver.directory) — /path/to/drivers

Note:
B The NiFi Registry H2 directory storage location specifies the NiFi Registry database driver directory.
The H2 database is used by default. Update this field when you are configuring it for an external
database.
» Username for NiFi Registry metadata database (nifi.registry.db.username) — nifireg
» Password for NiF Registry metadata database (nifi.registry.db.password) — changeme
2. Savethe changes.
3. Download the Postgres JDBC driver and place it in the expected driver directory:

/path/to/drivers/postgresql-driver.jar

Note:

E These steps assume the destination registry is pointing to the same external database referenced by the source
registry. If the source registry has new databases, you must migrate the data from the source databases by
following the database specific steps for export and import.

1. Inthe destination Registry, match the configuration in the source nifi-registry.properties. Sample properties:

* NiFi Registry JIDBC Url (nifi.registry.db.url) —jdbc:mysql://<MY SQL-HOSTNAME>/nifi_registry
* NiFi Registry JDBC Driver (nifi.registry.db.driver.class) — com.mysql.cj.jdbc.Driver
e NiFi Registry H2 directory storage location (nifi.registry.db.driver.directory) — /path/to/drivers

Note:
E The NiFi Registry H2 directory storage location specifies the NiFi Registry database driver directory.
The H2 database is used by default. Update this field when you are configuring it for an external
database.
» Username for NiFi Registry metadata database (nifi.registry.db.username) — nifireg
» Password for NiFi Registry metadata database (nifi.registry.db.password) — changeme
2. Savethe changes.
3. Download the MySQL JDBC driver and place it in the expected driver directory:

[ path/to/drivers/mysqgl - connector-java-driver.jar

Note:

IE These steps assume the destination registry is pointing to the same external database referenced by the source
registry. If the source registry has new databases, you must migrate the data from the source databases by
following the database specific steps for export and import.

After you finish
When you have completed your metadata database migration, you may proceed by migrating your flow storage.

Provides steps for migrating your local file system, git, or database table flow storage.
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This provider is the default Flow Persistence Provider.
1. Confirm the configuration of the flow storage directory specified in the source registry providers.xml:

<f | owPer si st enceProvi der >

<cl ass>org. apache. nifi.registry. provider.flow Fil eSyst enFl owPer si st encePr
ovi der </ cl ass>

<property nanme="Fl ow Storage Directory">./fl ow_storage</property>

</ fl owPer si st encePr ovi der >

2. Copy the flow storage directory from the source registry installation to the location specified by the Providers:
Default Flow Persistence File Provider Property - Flow Storage Directory (xml.providers.flowPersistenceProvide
r.file-provider.property.Flow Storage Directory) configuration property in the destination registry. The default
directory path in CFM 2.0.1 is /var/lib/nifiregistry/flow_storage.

This provider stores flow contents under a Git directory.

1. Confirm the configuration of the flow storage directory specified in the source registry providers.xml:

<f | owPer si st encePr ovi der >
<cl ass>or g. apache. nifi.registry.provider.flow. git.G tFl owPersi stenceProvi
der </ cl ass>
<property nane="Fl ow Storage Directory">./your_repo</property>
<property nane="Renpbte To Push">ori gi n</ property>
<property nanme="Renpte Access User">git_user</property>
<property name="Renote Access Password">git_password</property>
</ f | owPer si st encePr ovi der >

2. Inthe git repository directory, run git remote -v to show the URL of the remote.
3. Clonethe git repository in the destination environment.
4. Configure the destination registry to point at the git repo. In Cloudera Manager:

» Uncheck Providers: Enable File Flow Persistence Provider (xml.providers.flowPersistenceProvider.file-provi
der.enabled) so that FileSystemFlowPersistenceProvider is no longer enabled

» Find the NiFi Registry configuration property NiFi Registry Advanced Configuration Snippet (Safety Valve)
for staging/providers.xml. Add the following snippets:

¢ Name:
xm . provi ders. fl owPer si st enceProvi der. gi t-provider. enabl ed

Vaue: true
¢ Name:

xm . provi ders. fl owPer si st enceProvi der. git-provider.class

Value: org.apache.nifi.registry.provider.flow.git.GitFlowPersistenceProvider
¢« Name:

xm . provi ders. fl owPer si st enceProvi der. git-provider.property. Fl ow Sto
rage
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Directory

Value: ./your_repo
* Name:

xm . provi ders. f|l owPer si st enceProvi der. gi t-provi der. property. Renote To
Push

Value: origin
¢ Name:

xm . provi ders. fl owPer si st enceProvi der. git-provider.property. Renote A
ccess
User

Value: git_user
* Name:

xm . provi ders. fl owPer si st enceProvi der. git-provider.property. Renote A
ccess
Passwor d

Vaue: git_password
5. Savethe changes.

Note:
B If “Remote To Push” is not defined and flows are stored in alocal git repo, copy the flow storage directory
from the source NiFi Registry installation to the referenced location in the destination NiFi Registry.

This provider leverages the same database used for the metadata database.

1. Confirm the configuration of the flow storage directory specified in the source registry providers.xml:

<f | owPer si st encePr ovi der >

<cl ass>org. apache. ni fi.registry. provider. fl ow Dat abaseFl owPer si st encePr ov
i der </ cl ass>

</ f| owPer si st encePr ovi der >

2. Configure the destination registry. In Cloudera Manager:

« Uncheck Providers: Enable File Flow Persistence Provider (xml.providers.flowPersistenceProvider.file-provi
der.enabled) so that FileSystemFlowPersistenceProvider is no longer enabled

» Find the NiFi Registry configuration property NiFi Registry Advanced Configuration Snippet (Safety Valve)
for staging/providers.xml. Add the following snippets:

* Name:
xm . provi ders. fl owPer si st enceProvi der. dat abase- provi der. enabl ed

Vaue: true
¢ Name:

xm . provi ders. fl owPer si st encePr ovi der. dat abase- pr ovi der. cl ass

Value: org.apache.nifi.registry.provider.flow.DatabaseF owPersistenceProvider
3. Savethe changes.
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Note:

E If the versioned flows have nested version controlled process groups, you must update the registry URL in the
stored flows, as they reference the source NiFi Registry. For example, aflow snapshot file would have this
sample content:

"ver si onedFl owCoor di nat es" : {
"bucket 1 d" : "4d00e96b-dd33-447a- 81bf-a240832e3272",
"flow d" : "873ef981-48cl-41c2-9c58-89c6ae93d891",
"registryUrl™ : "https://hdf _regi stry_host name: 61080",
"version" : 1

}

Replace the HDF Registry URL with the CFM Registry URL in each of the flow snapshot files.
After you finish

When you having completed the flow storage migration, you may proceed by migrating your bundle storage
configurations

Provides steps on how to migrate your local file system or AWS S3 bucket bundle storage configurations.

Thisisthe default Bundle Persistence Provider.

1. Confirm the location of the bundle storage directory specified in the source registry providers.xml:

<ext ensi onBundl| ePer si st encePr ovi der >

<cl ass>org. apache. ni fi.regi stry. provi der. ext ensi on. Fi | eSyst enBundl| ePer si st
enceProvi der </ cl ass>

<property name="Extension Bundle Storage Directory">/var/lib/nifi-regis
try/ ext ensi on_bundl es</ property>

</ ext ensi onBundl ePer si st enceProvi der >

2. Copy the bundle storage directory from the source Registry installation to the location specified by the Providers:
Default Extension Bundle Persistence File Provider Property - Extension Bundle Storage Directory (xml.prov
iders.extensionBundl ePersistenceProvider.file-bundle-provider.property.Extension  Bundle Storage Dire
ctory) configuration property in the destination registry. The default CFM 2.0.1 location is /var/lib/nifiregistry/
extension_bundles.

This provider stores the content of extension bundlesin a AWS S3 bucket.

1. Confirm the location of the bundle storage directory specified in the source registry providers.xmil:

<ext ensi onBundl ePer si st encePr ovi der >

<cl ass>org. apache. ni fi.registry. provi der. ext ensi on. S3Bundl ePer si st encePr ov
i der </ cl ass>

<property nane="Regi on">us- east - 1</ property>

<property nane="Bucket Nane">ny-bundl es</property>

<property nane="Key Prefix"></property>

<property nane="Credentials Provider"DEFAULT CHAI N</ property>

<property nanme="Access Key">****x*xxx*xx*x*</property>

<property name="Secret Access Key">***x*x*xx**xx</pnroperty>

<property nanme="Endpoi nt URL"></property>
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</ ext ensi onBund| ePer si st encePr ovi der >

2. Depending on your source credential provider (assuming the "default chain" which checks system properties,
environment variables, and credential profiles), set up the credential provider on the destination system similarly.
If you are using the "static" provider, specify the Access Key and Secret Access Key. In Cloudera Manager:

» Uncheck Providers: Enable File Flow Persistence Provider (xml.providers.flowPersistenceProvider.file-provi
der.enabled) so that FileSystemFlowPersistenceProvider is no longer enabled

« Findthe NiFi Registry configuration property NiFi Registry Advanced Configuration Snippet (Safety Valve)
for staging/providers.xml. Add the following snippets:

¢ Name:

xm . provi ders. ext ensi onBundl ePer si st encePr ovi der. s3- bundl e- provi der.
enabl ed

Value: true
« Name:

xm . provi ders. ext ensi onBundl ePer si st enceProvi der. s3- bundl e- provi der.
cl ass

Value: org.apache.nifi.registry.provider.extension.S3BundlePersistenceProvider
* Name:

xm . provi ders. ext ensi onBundl ePer si st encePr ovi der. s3- bundl e- provi der.
property. Regi on

Vaue: us-east-1
¢ Name:

xm . provi ders. ext ensi onBundl ePer si st encePr ovi der. s3- bundl e- provi der.
property. Bucket
Name

Value: my-bundles
* Name:

xm . provi der s. ext ensi onBund| ePer si st enceProvi der. s3- bundl e- provi der.
property. Credential s
Pr ovi der

Value: DEFAULT_CHAIN
« Name:

xm . provi der s. ext ensi onBund| ePer si st encePr ovi der. s3- bundl e- provi der.
property. Access
Key

Value- kkkkkhkkhkkkkkkk

¢ Name:

xm . provi ders. ext ensi onBundl ePer si st encePr ovi der. s3- bundl e- provi der.
property. Secret Access
Key

Value kkkkkkkhkkkkk

3. Savethe changes.
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After you have completed the migration, it is abest practice to review the NiFi components (processors, controller
services, and reporting tasks) for any cluster specific configurations so that you can update them before you start your
data flows.

1. Start NiFi service and access Ul.

Tip

Q In NiFi configuration, consider setting Flow Controller Auto Resume State (nifi.flowcontroller.autoResu
meState) to false by unchecking it. This sets the state of all components to stopped on startup, alowing
you to make any post migration flow adjustments before the components run.

2. Make the following changes as needed within the NiFi Ul:

« If any components (processors, controller services, or reporting tasks) are configured specifically for the
source cluster, edit for the destination cluster.

* Address any components (processors, controller services or reporting tasks) that are marked Invalid. For
example:

e St andar dSSLCont ext Servi ce or St andar dRest ri ct edCont ext Ser vi ce controller
services may need to be updated to use the new certs setup for the destination cluster.

* Any client controller services that connect to a server controller service will need to be updated. For
example, Di stri but edMapCached i ent Servi ce and Di stri but edMapCacheServer).

e You may need to update Kafka and Hive processor versions.
* You may need to update HBase and HDFS processor configurations.

3. Start NiFi Registry and access Ul.

Both NiFi and NiFi Registry services have the option to convert existing file-based provider policies to Ranger
provider policies.

Y ou can convert existing file-based provider NiFi policiesto Ranger provider policies.
The following steps assume that the Ranger serviceisinstaled in the CDP-DC cluster.

Create any users and groups from the NiFi users.xml that do not aready exist in Ranger.

Select Ranger as adependency from NiFi configuration.

Restart NiFi.

Select Migrate File-based Authorizations to Ranger from the Actions drop-down. Confirm the action.
After asuccessful migration, verify that the policies are available in the NiFi Ranger service.

g s~ DN
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Y ou can convert existing file-based provider NiFi Registry policiesto Ranger provider policies.

The following steps assume that the Ranger serviceisinstalled in the CDP-DC cluster.

Create any users and groups from the NiFi Registry users.xml that do not already exist in Ranger.
Select Ranger as a dependency from NiFi Registry configuration.

Restart NiFi Registry.

Select Migrate File-based Authorizations to Ranger from the Actions drop-down. Confirm the action.
After a successful migration, verify that the policies are available in the NiFi Registry Ranger service.

o w DR
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