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Search for assets

On the Cloudera Data Catalog Search page, select a data lake and enter a search string in the search box to view all
the assets with details that contain the search string.

When you enter the search terms Search, you are looking up names, types, descriptions, and other metadata collected
by Cloudera Data Catalog. The search index includes metadata (not data) about your environment and cluster data
assets and operations. You can make the search more powerful by associating your own information (business
metadata) to the stored assets.

Note:

For the selected data lake, click the Atlas and Ranger links to navigate to the respective base cluster services
in a new browser tab.

Related Information
Understanding datasets

Filters
Use filters to refine the overview of all your available assets.

You must have access to at least one data lake to search and filter your results. By default, a data lake is already
selected for you if you have access to it.

You can further refine your search results using filters as follows:

Owner

From all the owner names that appear, you can select the owner to further refine the results and
display those search results with the selected owner.

Type

Select an entity type to view all the assets stored in that type of database.

• Azure BLOB
• Azure Container
• Azure Directory
• AWS S3 Bucket
• AWS S3 Object
• AWS S3 Pseudo Dir
• AWS S3 V2 Bucket
• AWS S3 V2 Directory
• AWS S3 V2 Object
• Hbase Column Family
• Hbase Namesspace
• Hbase Table
• HDFS path
• Hive Column
• Hive DB
• Hive Table
• Iceberg Column
• Iceberg Table
• Impala Column Lineage
• Impala Process
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• Impala Process Execution
• Kafka topic
• ML Model Build
• ML Model Deployment
• ML Project
• RDBMS Column
• RDBMS DB
• RDBMS Foreign key
• RDBMS Index
• RDBMS Table
• Spark Application
• Spark Column
• Spark Column Lineage
• Spark DB
• Spark ML Directory
• Spark ML Model
• Spark ML Pipeline
• Spark Process
• Spark Process Execution
• Spark Table

Note:  After selecting an entity type, further filters related to that type will be
available under the More filter. For example, selecting the Hive Table type will enable
the Column Tag filter.

Entity Tag

Use entity tags to refine your search results. You can add business metadata as entity tags in Atlas
as classifications, or in the Atlas Tags menu. Use these tags to refine your search results and view
the details of the required data asset.

Time Range

You can filter your assets by the Created On date (if provided by Atlas) after selecting and asset
Type. Use the calendar widget to select a range and click Apply.

Glossary Terms

You can filter assets based on business glossary terms. You can search for any asset without any
entity type restrictions.

Note:  This filter appears only if Atlas has terms set up.

Click Cancel for any filter to clear the selection or Clear All to reset all your filters.

In the resulting list of your matching assets, you can click a row and see the following:

• Qualified name
• Database
• Classification
• Terms

Clicking the Name of the entity will open its Asset Details.

Accessing Data Lakes
In the Search page, the accessible data lakes are displayed in a drop-down.
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Users have access to the lakes based on the permissions that are granted. You can choose the available lake by
selecting the appropriate radio button.

For example, in the following diagram, the logged in user has access to all the listed data lakes.

Note:  You can search the assets of one data lake at a time.

Related Information
Introduction to data lakes

Understanding data lake details

Searching for assets using Atlas glossaries
Use Apache Atlas glossaries to define a common set of search terms that data users across your organization use to
describe their data.

Data can describe a wide variety of content: lists of names or text or columns full of numbers. You can use algorithms
to describe data as having a specific pattern, of being within a range or having wide variation, but what’s missing
from these descriptions is what does the data mean in a given business context and what is it used for? Is this column
of integers the count of pallets that entered a warehouse on a given day or number of visitors for each room in a
conference center?

The glossary is a way to organize the context information that your business uses to make sense of your data beyond
what can be figured out just by looking at the content. The glossary holds the terms you’ve agreed upon across your
organization so business users can use familiar terms to find what they are looking for.

Glossaries enable you to define a hierarchical set of business terms that represents your business domain.

Glossary terms can be thought of as of a flat (but searchable) list of business terms organized by glossaries. Unlike
classifications, terms are not propagated through lineage relationships: the context of the term is what’s important, so
propagation may or may not make sense.

You can search for the datasets using the Glossary Terms filter available on the Search page.
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Using terms in Cloudera Data Catalog
You can use the Asset Details page to add or modify Apache Atlas glossary terms for your selected assets.

Use Atlas to define rich glossary vocabularies using the natural terminology (technical terms and/or business terms)
of your industry. You can also create semantic relationships between your terms. Then, in Cloudera Data Catalog, use
the Terms widget in the Asset Details page to map assets to glossary terms.

You can use terms in Cloudera Data Catalog to search for entities, filter them by glossary term(s), and also search for
entities associated with them in Atlas.

Note:  When you work with terms in Cloudera Data Catalog and map them to your assets, you can search for
the same datasets in Atlas by using the corresponding terms.

Mapping glossary terms
Cloudera Data Catalog contains the glossary terms that are created in Apache Atlas.

You can search for those terms in Cloudera Data Catalog and map specific terms with assets. You can also search
for terms to delete them from the selected asset. The selected asset displays the total number of terms associated or
mapped accordingly.

When you map a specific term for your dataset, the term is displayed in the following format:

<termname>@glossaryname>
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You can use the icon in the Terms widget on the Asset Details page to add new terms for your assets. Click Save to
save the changes.
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You can search for the same asset in the corresponding Atlas environment as shown in the example image.

When you select a Hive table asset and navigate to the Asset Details page, under the Schema tab, you can view the
list of terms associated with the asset.
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You can add or update the terms for the associated datasets by clicking the Edit button.

Searching for assets using glossary terms
You can search for the datasets using the Glossary Terms filter available on the Search page.
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Additional search options for asset types
Using Cloudera Data Catalog, you can add or edit asset description values to search for data assets across both
Cloudera Data Catalog and Apache Atlas services by using the asset content.

In the Asset Details page for each asset type that you select, you can add or edit comment or description fields.
Including these values for the selected asset helps you to identify your chosen asset.

Using the same set of values (comment or description), you can also search for the asset types in Atlas.

Note:  The comment and description options are supported only for Hive table and Hive Column assets. For
other asset types, only the description option is supported.

Click Add Comment or Add Description  fields to include the respective values.
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Click Save to save your changes.

Note:  You can also edit the already saved valued by clicking the  icon.

Clicking on the Atlas button will navigate to the corresponding Atlas asset page as shown:
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Searching for assets using additional search options
In Cloudera Data Catalog, you can select a data asset type and under the Asset Details page, to insert a comment and
to provide a description for the selected asset.

The values of the Comment or Description fields can be searched in the Search menu. The result page displays the
assets where you added your comments and descriptions without the use of filters.

Clicking on the asset type displays the comment and description values.
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Accessing tables based on Ranger policies
When a table (in blue color link) is clicked, the Asset Details view page is displayed.

If a user is not authorized to click or view table details, it implies that the user permissions have not been set up in the
Apache Ranger.

As seen in the following diagram, if users are not able to view the table details, a message appears next to the same
table "Some information might not be available to unauthorised users".

In the next example diagram, tables that have the permissions to view are displayed with a blue color link. The ones
that do not have read permissions are visible in grey.

Creating classifications for selected assets
You can create classifications in multiple pages. These classifications can be associated with an asset. Then, you can
use these classifications to filter your assets both in Cloudera Data Catalog and Apache Atlas.

Creating a classification from the Search page

1. Navigate to the Search page.
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2.
Click the  icon by an asset, then select Edit Classifications.

3. Search for a previously created classification or create a new one.
4. Click Save to finalize your changes.

Creating a classification from Asset Details

1. Navigate to the Asset Details page of an asset.
2.

Click Add Classification or  icon by an asset, then select Edit.

3. Search for a previously created classification or create a new one.
4. Click Save to finalize your changes.

Creating a classification in Atlas Tags

1. Navigate to Atlas Tags.
2. Click Add Tag.

3. Fill in the details and Save your changes.

Note:  Your classification still needs to be added to an asset in the Search or Asset Details menu.
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Note:  Classifications are synchronized between Apache Atlas and Cloudera Data Catalog.

Additional entity type selection for searching assets
Using the Cloudera Data Catalog service, you can search for assets by using entity types.

Cloudera Data Catalog users can search and discover different asset types.

Supported entity types include the following:

• Azure BLOB
• Azure Container
• Azure Directory
• AWS S3 Object
• AWS S3 V2 Object
• AWS S3 Bucket
• AWS S3 V2 Bucket
• AWS S3 Pseudo Dir
• AWS S3 V2 Directory
• HBase Table
• HBase Column Family
• HBase Namespace
• HDFS Path
• Hive DB
• Hive Table
• Hive Column
• ML Project
• ML Model Build
• ML Model Deployment
• NiFi Flow
• NiFi Data
• Iceberg Column1

• Iceberg Table1

• Impala Process
• Impala Column Lineage
• Impala Process Execution
• Kafka Topic
• RDBMS DB
• RDBMS Column
• RDBMS Foreign Key
• RDBMS Index
• RDBMS Instance
• RDBMS Table
• Spark Process
• Spark Application
• Spark Column
• Spark Column Lineage
• Spark DB

1 Iceberg assets are discoverable in VM-based environments but they can be profiled only in Compute Cluster enabled
environments.
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• Spark ML Directory
• Spark ML Model
• Spark ML Pipeline
• Spark Process Execution
• Spark Table

Selecting a type triggers a search query for that type. The Owner of the asset is derived from the response received
from the type based queries.

The following examples depict the entity type selection search results:

Managing Profilers

The Cloudera Data Catalog profiler engine runs data profiling operations on data located in multiple data lakes. These
profilers create metadata annotations that summarize the content and shape characteristics of the data assets.

Table 1: List of built-in profilers

Profiler Name Description

Cluster Sensitivity Profiler A sensitive data profiler- PII, PCI, HIPAA, etc.

Ranger Audit Profiler A Ranger audit log summarizer.

Hive Column Profiler Provides summary statistics like Maximum, Minimum, Mean, Unique,
and Null values at the Hive column level.

Limitations

• In VM-based environments, profilers do not support Iceberg Tables. However, Iceberg tables are discoverable. In
Compute Cluster enabled environments, Iceberg tables can be profiled.

• In Compute Cluster enabled environments, profilers only support tables which are stored on AWS S3 storage.
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• Supported file formats:

• VM-based environments:

• CSV
• Compute Cluster enabled environments:

• Hive Column Profilers and Cluster Sensitivity Profilers

• CSV
• Parquet
• Iceberg tables

Related Information
Understanding the Cloudera Data Catalog Profiler

Understanding the Cluster Sensitivity Profiler

Understanding the Ranger Audit Profiler

Profiler data testing
You must note the important information about profiler services.

Note:  The Cloudera Data Catalog profilers are not tested at par with the Hive scale.

The following dataset has been validated and works as expected for VM-based environments:

• DataHub Master: m5.4xlarge
• Hive tables: 3000 Hive assets
• Total Number of assets (including Hive columns, tables, databases): 1,000,000
• Total Data Size = 1 GB
• Partitions on Hive tables: Around 5000 partitions spread across five tables

Note:  For Compute Cluster enabled environments, more detailed testing information will be provided in the
next release of Cloudera Data Catalog.

The following dataset has been validated and works as expected for Compute Cluster enabled environments:

• Total Data Size = 300 GB
• Sampling profiler size = 50% (150 GB)

Launching profilers
In VM-based environments, you must first provision the Cloudera Data Hub to launch the profiler cluster to view the
profiler results for your assets and datasets. In Compute Cluster enabled environments, after you set up the profiler,
the Profiler Launcher Services automatically starts the profiler Kubernetes containers.

Note:  You must be a Power User to launch a profiler cluster.

Profiler cluster in VM based environments

The Profiler Services supports enabling the High Availability (HA) feature.

Note:  The profiler HA feature is under entitlement. Based on the entitlement, the HA functionality is
supported on the Profiler cluster. Contact your Cloudera account representative to activate this feature in your
Cloudera environment.
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Attention:  By default when you launch a profiler cluster, the instance type of the Master node will be the
following based on the provider:

• AWS - m5.4xlarge
• Azure - Standard_D16_v3
• GCP - e2-standard-16

Note:  This is applicable from the following build of Cloudera Data Catalog: 2.0.17:       2.0.17-b26.

There are two types of Profiler Services:

• Profiler Manager
• Profiler Scheduler

The Profiler Manager service consists of profiler administrators, metrics, and data discovery services. These three
entities support HA. The HA feature supports Active-Active mode.

Important:  The Profiler Scheduler service does not support the HA functionality.

How to launch the profiler cluster for VM based environments

On the Search page, select the data lake from which you want to launch the profiler cluster. Click the Get Started link
to proceed.

For setting up the profiler, you have the option to enable or disable the HA.

Note:  The HA functionality is being supported only from Cloudera Runtime 7.2.10 release onwards. If you
are using a Cloudera Runtime version below 7.2.10, you are not able to use the HA feature when launching
the profiler services.
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Once you enable HA and click Setup Profiler, Cloudera Data Catalog processes the request and the profiler creation is
in progress.

Later, a confirmation message appears that the profiler cluster is created.

Next, you can verify the profiler cluster creation under  Cloudera Management Console Environments Data Hubs  
pane.

The newly created profiler cluster looks like the following in Cloudera Management Console:
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How to launch the profiler for Compute Cluster enabled environments

On the Search page, select the data lake from which you want to launch the profiler cluster. Click the Get Started link
to proceed.

Click Setup Profiler, Cloudera Data Catalog processes the request and the profiler creation will start.

Next, you can verify that the profiler jobs are running under the  Cloudera Management Console Environments
Compute Clusters  Node Groups  pane.
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Related Information
Understanding the Cloudera Data Catalog Profiler

Understanding the Cluster Sensitivity Profiler

Understanding the Ranger Audit Profiler

Launching profilers using the command-line
Cloudera Data Catalog supports launching profilers using the Command-Line Interface (CLI) option.

The CLI is one executable and does not have any external dependencies. You can execute some operations in the
Cloudera Data Catalog service using the Cloudera CLI commands.

Users must have valid permissions to launch profilers on a data lake.

For more information about the access details, see Prerequisites to access Cloudera Data Catalog.
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Prerequisites

You must have the following entitlement granted to use this feature:

DATA_CATALOG_ENABLE_API_SERVICE

For more information about the Cloudera command-line interface and setting up the same, see  Cloudera CLI.

The Cloudera Data Catalog CLI

In your Cloudera CLI environment, enter the following command to get started in the CLI mode.

cdp datacatalog --help

This command provides information about the available commands in Cloudera Data Catalog for Cloudera Public
Cloud 7.2.18. and earlier versions.

The output is displayed as:

NAME
datacatalog
DESCRIPTION
Cloudera Data Catalog Service is a web service, using this service user can
 execute operations like launching profilers in Data Catalog.
AVAILABLE SUBCOMMANDS
launch-profilers

You get additional information about this command by using:

cdp datacatalog launch-profilers --help

NAME
launch-profilers -
DESCRIPTION
Launches DataCatalog profilers in a given datalake.

SYNOPSIS
 launch-profilers
 --datalake <value>
 [--cli-input-json <value>]
 [--generate-cli-skeleton]
OPTIONS
 --datalake (string)
The CRN of the Datalake.
--cli-input-json
(string) Performs service operation based on the JSON string provided. The 
JSON string follows the format provided by --generate-cli-skeleton. If other
 arguments are provided on the command line, the CLI values will override th
e JSON-provided values.
--generate-cli-skeleton
(boolean) Prints a sample input JSON to standard output. Note the specified 
operation is not run if this argument is specified. The sample input can be 
used as an argument for --cli-input-json.

OUTPUT
.
datahubCluster -> (object)
 Information about a cluster.
clusterName -> (string)
 The name of the cluster.
 crn -> (string)
 The CRN of the cluster.
 creationDate -> (datetime)
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 The date when the cluster was created.
 clusterStatus -> (string)
 The status of the cluster.
 nodeCount -> (integer)
 The cluster node count.
 workloadType -> (string)
 The workload type for the cluster. cloudPlatform -> (string) The cloud plat
form.
 imageDetails -> (object)
The details of the image used for cluster instances.
 name -> (string)
The name of the image used for cluster instances.
 id -> (string)
The ID of the image used for cluster instances. 
This is internally generated by the cloud provider to Uniquely identify the
 image.
 catalogUrl -> (string)
 The image catalog URL.
 catalogName -> (string)
 The image catalog name.
 environmentCrn -> (string)
 The CRN of the environment.
 credentialCrn -> (string)
 The CRN of the credential.
 datalakeCrn -> (string)
 The CRN of the attached datalake.
 clusterTemplateCrn -> (string)
The CRN of the cluster template used for the cluster creation.

Launching the profiler

You can use the following CLI command to launch the data profiler:

cdp datacatalog launch-profilers --datalake [***DATALAKE CRN***]

Example:

cdp datacatalog launch-profilers --datalake crn:cdp:data
lake:DATACENTERNAME:c*****b-ccce-4**d-a**1-8********8:datalake:4*****5e-c**
1-4**2-8**e-1********2
{
    "success": true
}

Deleting profilers
In VM-based environments, deleting the profiler cluster (or in Compute Cluster enabled environments deleting the
profiler jobs) removes all the Custom Sensitivity Profiler rules and other updates to the specific cluster. It could also
cause loss of data specific to currently applied rules on the deleted profiler cluster.

About this task
To overcome this situation, when you decide to delete the profiler cluster or (in VM-based environments) the profiler
jobs by Compute Cluster enabled environments, there is a provision to retain the status of the Custom Sensitivity
Profiler rules:

• If your profiler cluster or profiler jobs have rules that are not changed or updated, you can directly delete them or
the profiler cluster.
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• If the rules were modified or updated, you have an option to download the modified rules along with deletion. The
modified rules consist of the suspended system rules and the deployed custom rules. Using the downloaded rules,
you can manually add or modify them to your newly added profiler jobs or the profiler cluster.

Note:

• In a Compute Cluster enabled environment, when you delete the scheduled jobs, the associated
Kubernetes cron job object is deleted from the Kubernetes cluster.

• The associated data of the profilers from the Cloudera Management Console database is also deleted for
the specified data lake.

Procedure

1. On the Search page, select the data lake from the drop-down.

2. Click Delete Profiler.
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3. If you agree, select the warning message I understand this action cannot be undone.

Figure 1: Deleting a profiler in a VM-based environment

Figure 2: Deleting a profiler in a Compute Cluster enabled environment
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4. Click Delete.

The application displays the following message.

Note:  When you launch Cloudera Data Catalog in Cloudera Runtime version 7.2.14, and later if the
profiler cluster is deleted, the following message is displayed.

Additionally, note that you can delete the profiler cluster in these situations, when:

• Profiler cluster is up and running
• Profiler cluster is created but stopped
• Profiler cluster creation failed but is registered with the data lake
• Profiler cluster is down and inaccessible

Note:  In VM-based environments, if the profiler cluster is not registered with the data lake, Cloudera
Data Catalog cannot locate or trace the profiler cluster. You have to delete the profiler cluster from the
Cloudera Data Hub page (Cloudera Management Console).

The profiler cluster is deleted successfully.

On-Demand Profilers
You can use On-Demand Profilers to profile specific assets without depending on the cron-based scheduling of
profilers jobs. The On-Demand Profiler option is available in the Asset Details of the selected asset.

The following image shows the Asset Details page of an asset. You can run an On-Demand Profiler for Hive Column
Profiler and Cluster Sensitivity Profiler by clicking on the appropriate Run button. The next scheduled run provides
details about the next scheduled profiling for the respective profilers.

Note:  You can use the On-Demand Profiler feature to profile both external and managed tables.
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Note:  In Compute Cluster-enabled environments, Iceberg tables can be also profiled with the On-Demand
Profiler.

Profiling table data in non-default buckets
In VM-based environments, you must configure a parameter in Profiler Scheduler in your instance to profile table
data in non-default buckets.

Procedure

1. In Cloudera Data Catalog, make not of your environment name in the Search menu.

2. Go  Cloudera Management Console Environments

3. Search for your environment, then switch to the Data hubs tab.

4. Open you Cloudera Data Hub by clicking its name.

5. Open the CM URL under Cloudera Manager Info.

6. In Cloudera Manager go to  Configuration Configuration Search .

7. Search for the term Profiler Scheduler Spark conf.
The Profiler Scheduler Spark conf configuration snippet appears.
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8. Add spark.yarn.access.hadoopFileSystems=s3a://default-bucket,s3a://bucket-1,s3a://bucket-2 to Profiler
Scheduler Spark conf to enable profiling for bucket-1 and bucket-2 non-default buckets.

Tracking profiler jobs
Use the Profilers > Jobs page for tracking respective profiler jobs.

Under  Profilers Jobs , you can have an overview of your started profiler jobs. By using the D, W, M filters, you can
go back up to a day, week or a moth, to see your previous jobs. Use this page to quickly check if your profiler jobs are
failing.

Figure 3: Profiling jobs in a Compute Cluster enabled environment
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In VM-based environments,  Profilers Jobs  can show you the current profiling Stage based on the relevant service
used:

Figure 4: Profiling jobs in a VM-based environment

For each profiler job, you can view the details about:

• Profiler type
• Stage (for VM-based environments)
• Job Status
• Job ID
• Start Time
• Last Update On time
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Using this data can help you to troubleshoot failed jobs or even understand how the jobs were profiled and other
pertinent information that can help you to manage your profiled assets.

In VM-based environments, profiler job runs ins the following phases:

• Scheduler Service - The part of Profiler Admin which queues the profiler requests.
• Livy - This service is managed by YARN and where the actual asset profiling takes place.
• Metrics Service - Reads the profiled data files and publishes them.

Note:  More than one occurrence of Scheduler Service or Livy indicates that there could be more assets to be
profiled. For example, if an HBase schedule has about 80 assets to be profiled, the first 50 assets would be
profiled in the first Livy batch and the other assets get profiled in the next batch.

In case of Ranger Audit profiling, there could be a “NA” status for the total number of assets profiled. It indicates
that the auditing that happens is dependent on the Ranger policies. In other words, the Ranger policies are actually
profiled and not the assets.

Related Information
Understanding the Cloudera Data Catalog Profiler

Understanding the Cluster Sensitivity Profiler

Understanding the Ranger Audit Profiler

Viewing profiler configurations
You can monitor the last status of individual profilers by viewing them in Profiler > Configs. Also, you can change
their resources, sensitivity and scheduling.

Monitoring the profiler configurations has the following uses:

• Verify which profilers are active or inactive.
• Verify the status of the profiler runs.
• View the last run time and status and the next scheduled run.

Note:  You can also filter your profilers by job status, type for the last day, week and month.

Related Information
Understanding the Cloudera Data Catalog Profiler

Understanding the Cluster Sensitivity Profiler

Understanding the Ranger Audit Profiler

Ranger Audit Profiler configuration
In addition to the generic configuration, there are additional parameters for the Ranger Audit Profiler that can
optionally be edited.
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Procedure

1. Go to  Profilers Configs .

2. Select your data lake.

3. Select Ranger Audit Profiler.
The Detail page is displayed.

4.

Use the toggle button  to enable or disable the profiler.

5. Select a schedule to run the profiler. This is implemented as a quartz cron expression.

6. Continue with the resource settings.

For VM-based environment

a. In Advanced Options, set the following:

• Number of Executors - Enter the number of executors to launch for running this profiler.
• Executor Cores - Enter the number of cores to be used for each executor.
• Executor Memory - Enter the amount of memory in GB to be used per executor process.
• Driver Cores - Enter the number of cores to be used for the driver process.
• Driver Memory - Enter the memory to be used for the driver processes.

Note:  For more information, see Configuring SPARK on YARN Applications and Tuning
Resource Allocation.

For Compute Cluster enabled environment

a. In Pod Configurations, set the Kubernetes job resources.

Pod configurations specify the resources that would be allocated to a pod when the profiler job starts
to run. As all profilers are submitted as Kubernetes jobs, you must decide if you want to add or reduce
resources to handle workload of various sizes.

• Pod CPU Limit: Indicates the maximum number of cores that can be allocated to a Pod. The accepted
values range from one through eight.

• Pod CPU Requirement: This is the minimum number of CPUs that will be allocated to a Pod when
its provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However,
a container is not allowed to use more than its resource limit. The accepted values range from one
through eight.

• Pod Memory Limit: Maximum amount of memory can be allocated to a Pod. The accepted values
range from 1 through 256.

• Pod Memory Requirement: This is the minimum amount of RAM that will be allocated to a Pod when
it is provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However, a
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container is not allowed to use more than its resource limit. The accepted values range from 1 through
256.

b. In Executor Configurations, update the following:

• Number of workers: Indicates the number of processes that are used by the distributed computing
framework. The accepted values range from one through eight.

• Number of threads per worker: Indicates the number of threads used by each worker to complete the
job. The accepted values range from one through eight.

• Worker Memory limit in GB: To avoid over utilization of memory, this parameter forces an upper
threshold memory usage for a given worker. For example, if you have a 8 GB Pod and 4 threads, the
value of this parameter must be 2 GB. The accepted values range from one through four.

Executor configurations are the runtime configurations. These configuration must be changed if you are
changing the pod configurations and when there is a requirement for additional compute power.

7. Click Save to apply the configuration changes to the selected profiler.

Cluster Sensitivity Profiler configuration
In addition to the generic configuration, there are additional parameters for the Cluster Sensitivity Profiler that can
optionally be edited.

Procedure

1. Go to  Profilers Configs .

2. Select your data lake.

3. Select Cluster Sensitivity Profiler.
The Detail page is displayed which contains the following sections:

4.

Use the toggle button  to enable or disable the profiler.

5. Select a schedule to run the profiler. This is implemented as a quartz cron expression.

For more information, see Understanding the Cron Expression generator on page 37.

6. Select Last Run Check and set a period if needed.

Note:

The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
already profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.

7. Set the sample settings for VM-based environments:

a. Select the Sample Data Size.

1. From the drop down, select the type of sample data size.
2. Enter the value based on the previously selected type.

Note:  In Compute Cluster enabled environments, skip to step 8 on page 34.
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8. Continue with the resource settings.

For VM-based environment

a. In Advanced Options, set the following:

• Number of Executors - Enter the number of executors to launch for running this profiler.
• Executor Cores - Enter the number of cores to be used for each executor.
• Executor Memory - Enter the amount of memory in GB to be used per executor process.
• Driver Cores - Enter the number of cores to be used for the driver process.
• Driver Memory - Enter the memory to be used for the driver processes.

Note:  For more information, see Configuring SPARK on YARN Applications and Tuning
Resource Allocation.

For Compute Cluster enabled environment

a. In Pod Configurations, update the following:

• Pod CPU Limit: Indicates the maximum number of cores that can be allocated to a Pod. The accepted
values range from one through eight.

• Pod CPU Requirement: This is the minimum number of CPUs that will be allocated to a Pod when
its provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However,
a container is not allowed to use more than its resource limit. The accepted values range from one
through eight.

• Pod Memory Limit: Maximum amount of memory can be allocated to a Pod. The accepted values
range from 1 through 256.

• Pod Memory Requirement: This is the minimum amount of RAM that will be allocated to a Pod when
it is provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However, a
container is not allowed to use more than its resource limit. The accepted values range from 1 through
256.

b. In Executor Configurations, update the following:

• Number of workers: Indicates the number of processes that are used by the distributed computing
framework. The accepted values range from one through eight.

• Number of threads per worker: Indicates the number of threads used by each worker to complete the
job. The accepted values range from one through eight.

• Worker Memory limit in GB: To avoid over utilization of memory, this parameter forces an upper
threshold memory usage for a given worker. For example, if you have a 8 GB Pod and 4 threads, the
value of this parameter must be 2 GB. The accepted values range from one through four.

Executor configurations are the runtime configurations. These configuration must be changed if you are
changing the pod configurations and when there is a requirement for additional compute power.
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9. Add Asset Filter Rules as needed to customize the selection and deselection of assets which the profiler profiles.

a) Set your Deny List and Allow-list.

The profiler will skip profiling assets that meet any criteria in the Deny List and will include assets that meet
any criteria in the Allow List.

1. Select the Deny-list or Allow List tab.
2. Click Add New to include rules.
3. Select the key from the drop-down list. You can select from the following:

• Database name
• Asset name
• Asset owner
• Path to the asset
• Created date

4. Select the operator from the drop-down list. Depending on the keys selected, you can select an operator
such as equals, contains. For example, you can select the name of assets that contain a particular string.

5. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

6. Click Done. Once rule is added, you can toggle the state of the new rule to enable it or disable it as needed.

10. Click Save to apply the configuration changes to the selected profiler.

Related Information
Understanding the Cloudera Data Catalog Profiler

Understanding the Cluster Sensitivity Profiler

Hive Column Profiler configuration
In addition to the generic configuration, there are additional parameters for the Hive Column Profiler that can
optionally be edited.

Procedure

1. Go to  Profilers Configs .

2. Select your data lake.

3. Select Hive Column Profiler.
The Detail page is displayed.

4.

Use the toggle button  to enable or disable the profiler.

5. Select a schedule to run the profiler. This is implemented as a quartz cron expression.

For more information, see Understanding the Cron Expression generator on page 37.

6. Select Last Run Check and set a period if needed.

Note:

The Last Run Check enables profilers to avoid profiling the same asset on each scheduled run.

If you have scheduled a cron job, for example set to start in about an hour, and have enabled the Last Run
Check configuration for two days, this setup ensures that the job scheduler filters out any asset which was
already profiled in the last two days.

If the Last Run Check configuration is disabled, assets will be picked up for profiling as per the job cron
schedule, honoring the asset filter rules.
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7. Set the sample settings:

a. Select the Sample Data Size.

1. From the drop down, select the type of sample data size.
2. Enter the value based on the previously selected type.

Note:  In Compute Cluster enabled environments, skip to step 8 on page 36.

8. Continue with the resource settings.

For VM-based environment

a. In Advanced Options, set the following:

• Number of Executors - Enter the number of executors to launch for running this profiler.
• Executor Cores - Enter the number of cores to be used for each executor.
• Executor Memory - Enter the amount of memory in GB to be used per executor process.
• Driver Cores - Enter the number of cores to be used for the driver process.
• Driver Memory - Enter the memory to be used for the driver processes.

Note:  For more information, see Configuring SPARK on YARN Applications and Tuning
Resource Allocation.

For Compute Cluster enabled environment

a. In Pod Configurations, update the following:

• Pod CPU Limit: Indicates the maximum number of cores that can be allocated to a Pod. The accepted
values range from one through eight.

• Pod CPU Requirement: This is the minimum number of CPUs that will be allocated to a Pod when
its provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However,
a container is not allowed to use more than its resource limit. The accepted values range from one
through eight.

• Pod Memory Limit: Maximum amount of memory can be allocated to a Pod. The accepted values
range from 1 through 256.

• Pod Memory Requirement: This is the minimum amount of RAM that will be allocated to a Pod when
it is provisioned. If the node where a Pod is running has enough resources available, it is possible (and
allowed) for a container to use more resource than its request for that resource specifies. However, a
container is not allowed to use more than its resource limit. The accepted values range from 1 through
256.

b. In Executor Configurations, update the following:

• Number of workers: Indicates the number of processes that are used by the distributed computing
framework. The accepted values range from one through eight.

• Number of threads per worker: Indicates the number of threads used by each worker to complete the
job. The accepted values range from one through eight.

• Worker Memory limit in GB: To avoid over utilization of memory, this parameter forces an upper
threshold memory usage for a given worker. For example, if you have a 8 GB Pod and 4 threads, the
value of this parameter must be 2 GB. The accepted values range from one through four.

Executor configurations are the runtime configurations. These configuration must be changed if you are
changing the pod configurations and when there is a requirement for additional compute power.
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9. Add Asset Filter Rules as needed to customize the selection and deselection of assets which the profiler profiles.

a) Set your Deny List and Allow-list.

The profiler will skip profiling assets that meet any criteria in the Deny List and will include assets that meet
any criteria in the Allow List.

1. Select the Deny-list or Allow List tab.
2. Click Add New to include rules.
3. Select the key from the drop-down list. You can select from the following:

• Database name
• Asset name
• Asset owner
• Path to the asset
• Created date

4. Select the operator from the drop-down list. Depending on the keys selected, you can select an operator
such as equals, contains. For example, you can select the name of assets that contain a particular string.

5. Enter the value corresponding to the key. For example, you can enter a string as mentioned in the previous
example.

6. Click Done. Once rule is added, you can toggle the state of the new rule to enable it or disable it as needed.

10. Click Save to apply the configuration changes to the selected profiler.

Understanding the Cron Expression generator
In the Profiler > Configs > Detail page, a cron expression defines when the profiler schedule executes and visualizes
the next execution dates of your profiling jobs.

The Unix (in Compute Cluster enabled environments) and quartz (in VM-based environments) cron expression uses
the following typical format:

Each * in the cron represents a unique value.

For VM-based environments

The ? character is used for undefined day of the month and the day of the week.

Schedule: * * * * * ? *

For example, consider a cron with the following values:

1 2 3 2 5 ? 2021

This cron expression is scheduled to run the profiler job at: 03:02:01am,       on the 2nd day, in May, in 2021.

Note:  The ? character is a replacement for the "day-of-the-week". It is not specified on which day of the
week the job has to run.

For Compute Cluster enabled environments

Cron Expression: 0 18 * * *

In this format the * characters represent the following units:Minute hour day(month) month day(week)

For example, consider a cron with the following values:

CRON Expression: 30 10 15 5 *

This cron expression is scheduled to run the profiler job at: “At 10:30       on 15th day-of-month in May.”

Note:  The * character is a replacement for the "day-of-the-week". It is not specified on which day of the
week the job has to run.
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Consider another example:

30 10 * 5 7

This cron expression is scheduled to run the profiler job at: “At 10:30       on Sunday in May”.

Note:  The * character is a replacement for the "day-of the month". It is not specified on which day of the
month the job has to run.

You can change the value of cron as and when it is required depending on how you want to schedule your profiler
job.

Backing up and restoring the profiler database
Using certain scripts that can be executed by the root users, you can back up of the profiler databases. Later, if you
want to delete the existing Cloudera Data Hub cluster and launch a new cluster, you will have an option to restore the
old data.

Important:  Backing up and restoring the profiler database is only available in VM-based environments.

Cloudera Data Catalog includes profiler services that run data profiling operations on data that is located in multiple
data lakes. In VM-based environments, the profiler services run on a Cloudera Data Hub cluster. When you delete the
Cloudera Data Hub cluster, the profiled data and the user configuration information stored in the local databases are
lost.

Profiler clusters run on the Cloudera Data Hub cluster using embedded databases:

• profiler_agent
• profiler_metrics

Note:  If you download the modified Cluster Sensitivity Profiler rules before deleting the profiler cluster, and
later when you create a new profiler cluster, you can restore the state of the rules manually. If the system rules
are part of the downloaded files, you must Suspend those rules. If custom rules are part of the downloaded
files, you must deploy those rules. This is applicable if the profiler cluster has Cloudera Runtime below 7.2.14
version.

About the back up script
The Backup and Restore script can be used only on Amazon Web Services, Microsoft Azure, and Google Cloud
Platform clusters where they support cloud storage.

Scenarios for using the script

• When you upgrade the data lake cluster and want to preserve profiler data in the Cloudera Data Hub cluster.
• When you want to delete the Cloudera Data Hub cluster but preserve the profiler data.
• When you want to relaunch the profiler and access the older processed data.
• Note:  For users using Cloudera Data Catalog on Cloudera Runtime 7.2.14 version, note the following:

• No user action or manual intervention needed after the upgrading Cloudera Data Hub cluster to the
7.2.14 version.

• Also, as an example use case scenario, in case a new profiler cluster is launched that contains Custom
Sensitivity Profiler tags and which is deleted and relaunched later, the changes are retained and no
further action is required.

• No user action is required to backup and restore the profiler data. The changes are automatically
restored.

When upgrading a Cloudera Runtime version earlier than 7.2.11 to version 7.2.11:

Go to the following locations to pick up your scripts:

38



CDP Public Cloud / Data Catalog Managing Profilers

Back up

bash         /opt/cloudera/parcels/PROFILER_MANAGER/profileradmin/scripts/users/backup_db.sh

Restore

bash         /opt/cloudera/parcels/PROFILER_MANAGER/profileradmin/scripts/users/restore_db.sh

When upgrading a version below or equal to Cloudera Runtime version 7.2.11 to 7.2.12:

Go to the following locations to pick up your scripts:
Back up

bash         /opt/cloudera/parcels/PROFILER_MANAGER/profileradmin/scripts/users/backup_db.sh

Restore

bash         /opt/cloudera/parcels/CDH/lib/profiler_manager/profileradmin/scripts/users/restore_db.sh

When backing up and restoring for a cluster having the Cloudera Runtime version 7.2.12 and onwards:

Navigate to the following location to pick up your scrips:
Back up

bash         /opt/cloudera/parcels/CDH/lib/profiler_manager/profileradmin/scripts/users/backup_db.sh

Restore

bash         /opt/cloudera/parcels/CDH/lib/profiler_manager/profileradmin/scripts/users/restore_db.sh

Running the back up script
Running the profiler Backup and Restore script has multiple phases.

About this task
First, you need to back up your profiler database and next you can restore it.

Backing up the profiler database

1. Stop the Profiler Manager and Profiler Scheduler services from the Cloudera Manager instance of the Cloudera
Data Hub cluster.

2. Use SSH to connect to the node where the Profiler Manager is installed as a root user.
3. Execute the backup_db.sh script:

Attention:  Users of Cloudera Runtime below 7.2.8 version should contact Cloudera Support.

Note:

• If the profiler cluster has Cloudera Runtime version 7.2.11 or earlier, you run the following command:

bash /opt/cloudera/parcels/PROFILER_MANAGER/profileradmin/scripts/
users/backup_db.sh

• If the profiler cluster has the Cloudera Runtime version 7.2.12 or higher you must run the following
command:

bash /opt/cloudera/parcels/CDH/lib/profiler_manager/profileradmin/
scripts/users/backup_db.sh

4. Delete the Profiler cluster.
5. Install a new version of Profiler cluster:

• [Scenario-1] When the data lake upgrade is successfully completed.
• [Scenario-2] When the user decides to launch a new version of the Profiler cluster.
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Restoring the profiler database

1. Stop the Profiler Manager and Profiler Scheduler services from the Cloudera Manager instance of the Cloudera
Data Hub cluster.

2. Use SSH to connect to the node where Profiler Manager is installed as a root user.
3. Execute the restore_db.sh script.

Attention:  Users of Cloudera Runtime below 7.2.8 version should contact Cloudera Support.

Note:

• If the profiler cluster has the Cloudera Runtime version 7.2.11 or earlier, you must run the following
command:

bash /opt/cloudera/parcels/PROFILER_MANAGER/profileradmin/scripts/
users/restore_db.sh

• If the profiler cluster having the Cloudera Runtime version 7.2.12 or higher, you must run the
following command:

bash /opt/cloudera/parcels/CDH/lib/profiler_manager/profileradmin/
scripts/users/restore_db.sh

4. Start the Profiler Manager and Profiler Scheduler services from Cloudera Manager.

Note:  When you upgrade the data lake cluster and a new version of profiler cluster is installed, the profiler
configurations that have been modified by users in the older version is replaced with new values as the
following:

• Schedule
• Last Run Check
• Number of Executors
• Executor Cores
• Executor Memory (in GB)
• Driver Core
• Driver Memory (in GB)

Enable or disable profilers
By default, profilers are enabled and run every 30 minutes. If you want to disable (or re-enable) a profiler, you can do
this by selecting the appropriate profiler from the Configs tab.

Procedure

1. From  Profilers Configs

2. Select the profiler to proceed further.
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3. Switch the toggle to the desired state.

Profiler Tag Rules
You can use preconfigured tag rules or create new rules based on regular expressions to limit the number of assets to
be profiled.

Rules are categorized into following groups:

• System Deployed: These are built-in rules that cannot be edited.
• Custom Deployed: Tag rules that you create and deploy on clusters after validation will appear under this

category. Hover your mouse over the tag rules to deploy or suspend them as needed. You can also edit these tag
rules.

• Custom Draft: You can create new tag rules and save them for later validation and deployment on clusters. Such
rules appear under this category.

After creating your rule, you have to validate them with test data and, then Deploy them from Custom Draft.
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Note:  Tag Rules can be temporarily suspended.

Tag management

From the Atlas Tags menu, you can create, modify, and delete any of the Apache Atlas classifications.

Atlas Tags allows the user to perform the following activities with a selected data lake for tag management:

• Selecting a data lake
• Searching for a tag
• Adding a tag
• Editing a tag
• Deleting a tag

You can create a new Cloudera Data Catalog tag in the Atlas Tags, which are synced to Atlas. Click Add Tag to open
the Create a new tag page.
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In Create New Tag, you can define the tag name, description and the "super-classification" from which the attributes
are inherited for the sub-classification (or tag in Cloudera Data Catalog)

You can add or update Atlas tags. The created or updated tag is highlighted in the tag list as seen in the following
diagram.

You can also edit or delete the Atlas tag as shown in the image. When you are editing the tag, you can only change
the description or add new attributes.
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You can delete one Atlas tag at a time. A separate confirmation message appears.
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