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About Cloudera Administration

This guide describes how to configure and administer a Cloudera deployment. Administrators manage resources,
availability, and backup and recovery configurations. In addition, this guide shows how to implement high availability,
and discusses integration.



Managing CDH and Managed Services

If you use Cloudera Manager to manage your cluster, configuring and managing your cluster, as well as individual
services and hosts, uses a different paradigm than if you use CDH without Cloudera Manager. For this reason, many
of these configuration tasks offer two different subtasks, one each for clusters managed by Cloudera Manager and
one for clusters that do not use Cloudera Manager. Often, the tasks are not interchangeable. For instance, if you use
Cloudera Manager, you cannot use standard Hadoop command-line utilities to start and stop services. Instead, you
use Cloudera Manager to perform these tasks.

Managing CDH and Managed Services Using Cloudera Manager

You manage CDH and managed services using the Cloudera Manager Admin Console and Cloudera Manager API.

The following sections focus on the Cloudera Manager Admin Console.

Configuration Overview

When Cloudera Manager configures a service, it allocates roles that are required for that service to the hosts in your
cluster. The role determines which service daemons run on a host.

For example, for an HDFS service instance, Cloudera Manager configures:

* One host to run the NameNode role.

e One host to run as the secondary NameNode role.
* One host to run the Balancer role.

e Remaining hosts as to run DataNode roles.

A role group is a set of configuration properties for a role type, as well as a list of role instances associated with that
group. Cloudera Manager automatically creates a default role group named Role Type Default Group for each role

type.

When you run the installation or upgrade wizard, Cloudera Manager configures the default role groups it adds, and
adds any other required role groups for a given role type. For example, a DataNode role on the same host as the
NameNode might require a different configuration than DataNode roles running on other hosts. Cloudera Manager
creates a separate role group for the DataNode role running on the NameNode host and uses the default configuration
for DataNode roles running on other hosts.

Cloudera Manager wizards autoconfigure role group properties based on the resources available on the hosts. For
properties that are not dependent on host resources, Cloudera Manager default values typically align with CDH default
values for that configuration. Cloudera Manager deviates when the CDH default is not a recommended configuration
or when the default values are illegal.

Server and Client Configuration

Administrators are sometimes surprised that modifying / et ¢/ hadoop/ conf and then restarting HDFS has no effect.
That is because service instances started by Cloudera Manager do not read configurations from the default locations.
To use HDFS as an example, when not managed by Cloudera Manager, there would usually be one HDFS configuration
per host, located at / et ¢/ hadoop/ conf / hdf s- si t e. xi . Server-side daemons and clients running on the same
host would all use that same configuration.

Cloudera Manager distinguishes between server and client configuration. In the case of HDFS, the file

/ et c/ hadoop/ conf / hdf s-si t e. xnl contains only configuration relevant to an HDFS client. That is, by default, if
you run a program that needs to communicate with Hadoop, it will get the addresses of the NameNode and JobTracker,
and other important configurations, from that directory. A similar approach is taken for/ et ¢/ hbase/ conf and
/etc/ hivelconf.



In contrast, the HDFS role instances (for example, NameNode and DataNode) obtain their configurations from a private
per-process directory, under/ var / r un/ cl ouder a- scm agent / pr ocess/ unique-process-name. Giving each process
its own private execution and configuration environment allows Cloudera Manager to control each process
independently. For example, here are the contents of an example 879- hdf s- NAMENCDE process directory:

$ tree -a /var/run/cl oudera-scm Agent/ process/ 879- hdf s- NAMENODE/
/var/run/cl ouder a- scm Agent / pr ocess/ 879- hdf s- NAMENODE/
cl ouder a_nanager _Agent _fencer. py
cl ouder a_manager _Agent _fencer_secret _key. t xt
cl oudera-nonitor. properties
core-site.xm
df s_hosts_al | ow. t xt
df s_hosts_excl ude. t xt
event-filter-rules.json
hadoop-nmetrics2. properties
hdf s. keyt ab
hdf s-site. xm
| og4j . properties
| ogs
stderr. | og
stdout .| og
t opol ogy. map
t opol ogy. py

Distinguishing between server and client configuration provides several advantages:

¢ Sensitive information in the server-side configuration, such as the password for the Hive Metastore RDBMS, is
not exposed to the clients.

e Aservice that depends on another service may deploy with customized configuration. For example, to get good
HDFS read performance, Impala needs a specialized version of the HDFS client configuration, which may be harmful
to a generic client. This is achieved by separating the HDFS configuration for the Impala daemons (stored in the
per-process directory mentioned above) from that of the generic client (/ et ¢/ hadoop/ conf ).

¢ Client configuration files are much smaller and more readable. This also avoids confusing non-administrator
Hadoop users with irrelevant server-side properties.

Cloudera Manager Configuration Layout

After running the Installation wizard, use Cloudera Manager to reconfigure the existing services and add and configure
additional hosts and services.

Cloudera Manager configuration screens offer two layout options: new (the default) and classic. You can switch between
layouts using the Switch to XXX layout link at the top right of the page. Keep the following in mind when you select a
layout:

e |If you switch to the classic layout, Cloudera Manager preserves that setting when you upgrade to a new version.
* Selections made in one layout are not preserved when you switch.

e Certain features, including controls for configuring Navigator audit events and HDFS log redaction, are supported
only in the new layout.

New layout pages contain controls that allow you to filter configuration properties based on configuration status,
category, and group. For example, to display the JournalNode maximum log size property (JournalNode Max Log Size),
click the CATEGORY > JournalNode and GROUP > Logs filters:
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HDFS-1 (cluster 1) March 18, 2016, 1:21 PM PDT
Status Instances Configuration | - Commands File Browser Charts Library Cache Statistics  Audits NameNode Web Ul Quick Links = Actions
Configuration HoFs-1on Cluster 1 + Switch to the classic layout ~ Role Groups ~ History and Rollback

Filters Clear
Search
v STATUS Show All Descriptions
O emo 0 JournalNode Log Directory  JournalNode Default Group. e
A warning 0 /var/log/hadoop-hdfs
N JournalNode Logging JournalNode Default Group e
v Threshold © TRAGE
v SCOPE Clea © DEBUG
HDFS-1 (Service-Wide) 3 @ INFO
Balancer 0 O WARN
DataNode 4 - ERROR
Gateway 1 © FATAL
HiipFS. 4
JournalNode - JournalNode Max Log Size  JournalNode Default Group 9
NFS Gateway 4 200 | MiB H
NameNode 5
SecondaryNameNode 4
& JournalNode Maximum Log JournalNode Default Group 9
Failover Gontroller 4 |
File Backups 10
v CATEGORY Clear
Advanced 8

Main 1
Meonitering 23
Performance 1

Plugins 0

Save Changes

When a configuration property has been set to a value different from the default, a reset to default value icon
o
displays.

Classic layout pages are organized by role group and categories within the role group. For example, to display the
JournalNode maximum log size property (JournalNode Max Log Size), select JournalNode Default Group > Logs.
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B8 HDFS-1 status Instances Configuration Commands Audits File Browser Charts ~

Configuration

Q x
Category Property Value
> Service-Wide JournalNode Log Directory /varflog/hadoop-hdfs

» Balancer Default Group

» DataNode Default Group

» Failover Controller Default Group T T P T INFO
» Gateway Default Group

» HttpFS Default Group

v JournalNode Default Group

JournalNode Max Log Size 200 MiB
Advanced

Monitoring
Performance JournalNode Maximum Log File Backups 10

Ports and Addresses

Resource Management

When a configuration property has been set to a value different from the default, a Reset to the default value link
displays.

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Modifying Configuration Properties Using Cloudera Manager

E,’ Note:

This topic discusses how to configure properties using the Cloudera Manager "new layout." The older
layout, called the "classic layout" is still available. For instructions on using the classic layout, see
Modifying Configuration Properties (Classic Layout) on page 19.

To switch between the layouts, click either the Switch to the new layout or Switch to the classic
layout links in the upper-right portion of all configuration pages.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When a service is added to Cloudera Manager, either through the installation or upgrade wizard or with the Add
Services workflow, Cloudera Manager automatically sets the configuration properties, based on the needs of the service
and characteristics of the cluster in which it will run. These configuration properties include both service-wide
configuration properties, as well as specific properties for each role type associated with the service, managed through
role groups. A role group is a set of configuration properties for a role type, as well as a list of role instances associated
with that group. Cloudera Manager automatically creates a default role group named Role Type Default Group for
each role type. See Role Groups on page 60.

Changing the Configuration of a Service or Role Instance

1. Go to the service status page. (Cluster > service name)
2. Click the Configuration tab.

3. Locate the property you want to edit. You can type all or part of the property name in the search box, or use the
filters on the left side of the screen:

¢ The Status section limits the displayed properties by their status. Possible statuses include:



e Error

e Warning

e Edited

¢ Non-default
¢ Has Overrides

¢ The Scope section of the left hand panel organizes the configuration properties by role types; first those that
are Service-Wide, followed by various role types within the service. When you select one of these roles, a
set of properties whose values are managed by the default role group for the role display. Any additional
role groups that apply to the property also appear in this panel and you can modify values for each role group
just as you can the default role group.

¢ The Category section of the left hand panel allows you to limit the displayed properties by category.

4. Edit the property value.

¢ To facilitate entering some types of values, you can specify not only the value, but also the units that apply
to the value. for example, to enter a setting that specifies bytes per second, you can choose to enter the
value in bytes (B), KiBs, MiBs, or GiBs—selected from a drop-down menu that appears when you edit the
value.

If the property allows a list of values, click the ¥ icon to the right of the edit field to add an additional field.
An example of this is the HDFS DataNode Data Directory property, which can have a comma-delimited list of
directories as its value. To remove an item from such a list, click the = icon to the right of the field you want
to remove.

Many configuration properties have different values that are configured by multiple role groups. (See Role Groups
on page 60).

To edit configuration values for multiple role groups:

1. Go to the property, For example, the configuration panel for the Heap Dump Directory property displays the
DataNode Default Group (a role group), and a link that says ... and 6 others.

Heap Dump Directory Datalode Default Group ..and 6 others

oom_heap_dump_dir Amp

Edit Individual Values

2. Click the ... and 6 others link to display all of the role groups:

Heap Dump Directory Datahode Default Group Show fewer
oom_heap_dump_dir Failover Controller Default Group
Edit Individual Values HitpFS Default Group

JournalNode Default Group

MNFS Gateway Default Group
NameNode Default Group
SecondaryNameMode Default Group

Amp

3. Click the Show fewer link to collapse the list of role groups.

If you edit the single value for this property, Cloudera Manager applies the value to all role groups. To edit
the values for one or more of these role groups individually, click Edit Individual Values. Individual fields
display where you can edit the values for each role group. For example:



Heap Dump Directory  DataNode Default Group

oom_heap_dump_dir Amp

Edit Identical Values
Failover Controller Default Group

ftmp

HttpFS Default Group

ftmp

JoumnalMode Default Group

tmp

NFS Gateway Default Group

Amp

MameMode Default Group

ftmp

SecondaryNameNode Default Group

ftmp

5. Click Save Changes to commit the changes. You can add a note that is included with the change in the Configuration
History. This changes the setting for the role group, and applies to all role instances associated with that role
group. Depending on the change you made, you may need to restart the service or roles associated with the
configuration you just changed. Or, you may need to redeploy your client configuration for the service. You should
see a message to that effect at the top of the Configuration page, and services will display an outdated configuration

U (Restart Needed),S(Refresh Needed), or outdated client configuration B indicator. Click the indicator to display
the Stale Configurations on page 33 page.

Searching for Properties

You can use the Search box to search for properties by name or label. The search also returns properties whose
description matches your search term.

Validation of Configuration Properties

Cloudera Manager validates the values you specify for configuration properties. If you specify a value that is outside
the recommended range of values or is invalid, Cloudera Manager displays a warning at the top of the Configuration
tab and in the text box after you click Save Changes. The warning is yellow if the value is outside the recommended

range of values and red if the value is invalid.

Overriding Configuration Properties

For role types that allow multiple instances, each role instance inherits its configuration properties from its associated
role group. While role groups provide a convenient way to provide alternate configuration properties for selected
groups of role instances, there may be situations where you want to make a one-off configuration change—for example
when a host has malfunctioned and you want to temporarily reconfigure it. In this case, you can override configuration
properties for a specific role instance:

1. Go to the Status page for the service whose role you want to change.
. Click the Instances tab.

. Click the role instance you want to change.

. Click the Configuration tab.

. Change the configuration values as appropriate.

. Save your changes.

A WN



You will most likely need to restart your service or role to have your configuration changes take effect. See Stale
Configuration Actions on page 34.

Viewing and Editing Overridden Configuration Properties

To see a list of all role instances that have an override value for a particular configuration setting, go to the Status page
for the service and select Status > Has overrides. A list of configuration properties where values have been overridden
displays. The panel for each configuration property displays the values for each role group or instance. You can edit
the value of this property for this instance, or, you can click the

X

icon next to an instance name to remove the overridden value.

Remove Qverride

Available Space Policy Balanced datanode (ed3-3) X
Preference 0.76
dfs.datanode.available-space-volume-
choosing-policy.balanced-space-

preference-fraction

Resetting Configuration Properties to the Default Value

To reset a property back to its default value, click the

L
icon. The default value is inserted and the icon turns into an Undo icon
9 )
Explicitly setting a configuration to the same value as its default (inherited value) has the same effect as using the
L )
icon.
Click to revert to default: 50010
DataNode DataMode Default Group

Transceiver Port
dfs.datanode.address

20002

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Viewing and Editing Host Overrides
You can override the properties of individual hosts in your cluster.

1. Click the Hosts tab.

2. Click the Configuration tab.

3. Use the Filters or Search box to locate the property that you want to override.
4. Click the Manage Host Overrides link.



Cloudera Manager

Waming: | Specify % 200 MiB %
Agent Process
Directory Free Critical: | Specify % 100 || MiB 4
Space Monitoring
Absolute Manage Host Overrides
Thresholds k
© Requires Agent
Restart

The Manage Overrides dialog box displays.

5. Select one or more hosts to override this property.
6. Click Update.

A new entry area displays where you can enter the override values. In the example below, servers

ed9- e. ent . cl ouder a. comand ed9- r. cl ouder a. comwere selected for overrides. Note that the first set of
fields displays the value set for all hosts and the two sets of fields that follow allow you to edit the override values
for each specified host.

Cloudera Manager All Hosts
Agent Process

Waming: Specify % 200 | MiB =
Directory Free 9-| Specify + T
Space Monitoring  critical: ~ Specify 100 MiB 4
Absolute
Uil b Cluster 1 > ed9-3.ent.cloudera.com X
@ Requires Agent _
Restart War%]g: Specify % 200 MiB 3

Edit Identical Values Critical: | Specify # 100 MiB

£ 1

Cluster 1 » ed9-4.ent.cloudera.com X

Waming: = Specify 200 MiB

4k

Critical: | Specify % 100 | MiB

4k

Manage Host Overrides

To remove the override, click the

X

icon next to the hostname.

To apply the same value to all hosts, click Edit Identical Values. Click Edit Individual Values to apply different
values to selected hosts.

7. If the property indicates Requires Agent Restart, restart the agent on the affected hosts.
Restarting Services and Instances after Configuration Changes

If you change the configuration properties after you start a service or instance, you may need to restart the service or
instance to have the configuration properties become active. If you change configuration properties at the service
level that affect a particular role only (such as all DataNodes but not the NameNodes), you can restart only that role;
you do not need to restart the entire service. If you changed the configuration for a particular role instance (such as
one of four DataNodes), you may need to restart only that instance.

1. Follow the instructions in Restarting a Service on page 48 or Starting, Stopping, and Restarting Role Instances on
page 58.

2. If you see a Finished status, the service or role instances have restarted.



3. Go to the Home > Status tab. The service should show a Status of Started for all instances and a health status of
Good.

For more information, see Stale Configurations on page 33.

Suppressing Configuration and Parameter Validation Warnings

You can suppress the warnings that Cloudera Manager issues when a configuration value is outside the recommended
range orisinvalid. If a warning does not apply to your deployment, you might want to suppress it. Suppressed validation
warnings are still retained by Cloudera Manager, and you can unsuppress the warnings at any time. You can suppress
each warning when you view it, or you can configure suppression for a specific validation before warnings occur.

Suppressing a Configuration Validation in Cloudera Manager
1. Click the Suppress... link to suppress the warning.

A dialog box opens where you can enter a comment about the suppression.

2. Click Confirm.
You can also suppress warnings from the All Configuration Issues screen:

1. Browse to the Home screen.
2. Click Configurations > Configuration Issues.
3. Locate the validation message in the list and click the Suppress... link.

A dialog box opens where you can enter a comment about the suppression.

4. Click Confirm.

The suppressed validation warning is now hidden.

Managing Suppressed Validations

On pages where you have suppressed validations, you see a link that says Show # Suppressed Warning(s). On this
screen, you can:

e Click the Show # Suppressed Warning(s) link to show the warnings.
Each suppressed warning displays an icon: @ .

¢ Click the Unsuppress... link to unsuppress the configuration validation.
¢ Click the Hide Suppressed Warnings link to re-hide the suppressed warnings.

Suppressing Configuration Validations Before They Trigger Warnings

1. Go to the service or host with the configuration validation warnings you want to suppress.
2. Click Configuration.
3. In the filters on the left, select Category > Suppressions.

A list of suppression properties displays. The names of the properties begin with Suppress Parameter Validation
or Suppress Configuration Validator. You can also use the Search function to limit the number of properties that
display.

4. Select a suppression property to suppress the validation warning.
5. Click Save Changes to commit the changes.

Viewing a List of All Suppressed Validations
Do one of the following:

¢ From the Home page or the Status page of a cluster, select Configuration > Suppressed Health and Configuration
Issues.

¢ From the Status page of a service, select Configuration > Category > Suppressions and select Status > Non-default.



e From the Host tab, select Configuration > Category > Suppressions and select Status > Non-default.

Modifying Configuration Properties (Classic Layout)
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

E,’ Note: As of Cloudera Manager version 5.2, a new layout of the pages where you configure Cloudera
Manager system properties was introduced. In Cloudera Manager version 5.4, this new layout displays
by default. This topic discusses how to configure properties using the older layout, called the "Classic
Layout". For instructions on using the new layout, see Modifying Configuration Properties Using
Cloudera Manager on page 13.

To switch between the layouts, click either the Switch to the new layout or Switch to the classic
layout links in the upper-right portion of all configuration pages.

When a service is added to Cloudera Manager, either through the installation or upgrade wizard or with the Add
Services workflow, Cloudera Manager automatically sets the configuration properties, based on the needs of the service
and characteristics of the cluster in which it will run. These configuration properties include both service-wide
configuration properties, as well as specific properties for each role type associated with the service, managed through
role groups. A role group is a set of configuration properties for a role type, as well as a list of role instances associated
with that group. Cloudera Manager automatically creates a default role group named Role Type Default Group for
each role type. See Role Groups on page 60.

Changing the Configuration of a Service or Role Instance (Classic Layout)

1. Go to the service status page.

2. Click the Configuration tab.

3. Under the appropriate role group, select the category for the properties you want to change.

4. To search for a text string (such as "snippet"), in a property, value, or description, enter the text string in the
Search box at the top of the category list.

5. Moving the cursor over the value cell highlights the cell; click anywhere in the highlighted area to enable editing
of the value. Then type the new value in the field provided (or check or uncheck the box, as appropriate).

¢ To facilitate entering some types of values, you can specify not only the value, but also the units that apply
to the value. For example, to enter a setting that specifies bytes per second, you can choose to enter the
value in bytes (B), KiBs, MiBs, or GiBs—selected from a drop-down menu that appears when you edit the
value.

* |f the property allows a list of values, click the ¥ icon to the right of the edit field to add an additional field.
An example of this is the HDFS DataNode Data Directory property, which can have a comma-delimited list of
directories as its value. To remove an item from such a list, click the = icon to the right of the field you want
to remove.

6. Click Save Changes to commit the changes. You can add a note that will be included with the change in the
Configuration History. This will change the setting for the role group, and will apply to all role instances associated
with that role group. Depending on the change you made, you may need to restart the service or roles associated
with the configuration you just changed. Or, you may need to redeploy your client configuration for the service.
You should see a message to that effect at the top of the Configuration page, and services will display an outdated

configuration ¥(Restart Needed),S(Refresh Needed), or outdated client configuration B indicator. Click the
indicator to display the Stale Configurations on page 33 page.

Validation of Configuration Properties

Cloudera Manager validates the values you specify for configuration properties. If you specify a value that is outside
the recommended range of values or is invalid, Cloudera Manager displays a warning at the top of the Configuration
tab and in the text box after you click Save Changes. The warning is yellow if the value is outside the recommended

range of values and red if the value is invalid.



Overriding Configuration Properties

For role types that allow multiple instances, each role instance inherits its configuration properties from its associated
role group. While role groups provide a convenient way to provide alternate configuration properties for selected
groups of role instances, there may be situations where you want to make a one-off configuration change—for example
when a host has malfunctioned and you want to temporarily reconfigure it. In this case, you can override configuration
properties for a specific role instance:

1. Go to the Status page for the service whose role you want to change.
. Click the Instances tab.

. Click the role instance you want to change.

. Click the Configuration tab.

. Change the configuration values as appropriate.

6. Save your changes.

i A WN

You will most likely need to restart your service or role to have your configuration changes take effect.

Viewing and Editing Overridden Configuration Properties

To see a list of all role instances that have an override value for a particular configuration setting, go to the entry for
the configuration setting in the Status page, expand the Overridden by n instance(s) link in the value cell for the
overridden value.

b
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To view the override values, and change them if appropriate, click the Edit Overrides link. This opens the Edit Overrides
page, and lists the role instances that have override properties for the selected configuration setting.

Edit Overrides: DataNode Default Group - Reserved Space for Non DFS Use

Feserved space in bytes per wolume for non Distributed File System (DFS) use.

Change value of selected instances to.  |nherited value v
Role Name Value
Overrides Only v
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On the Edit Overrides page, you can do any of the following:

¢ View the list of role instances that have overridden the value specified in the role group. Use the selections on
the drop-down menu below the Value column header to view a list of instances that use the inherited value,
instances that use an override value, or all instances. This view is especially useful for finding inconsistent properties
in a cluster. You can also use the Host and Rack text boxes to filter the list.

e Change the override value for the role instances to the inherited value from the associated role group. To do so,
select the role instances you want to change, choose Inherited Value from the drop-down menu next to Change
value of selected instances to and click Apply.

e Change the override value for the role instances to a different value. To do so, select the role instances you want
to change, choose Other from the drop-down menu next to Change value of selected instances to. Enter the new
value in the text box and then click Apply.



Resetting Configuration Properties to the Default Value

To reset a property back to its default value, click the Reset to the default value link below the text box in the value
cell. The default value is inserted and both the text box and the Reset link disappear. Explicitly setting a configuration
to the same value as its default (inherited value) has the same effect as using the Reset to the default value link.

There is no mechanism for resetting to an autoconfigured value. However, you can use the configuration history and
rollback feature to revert any configuration changes.

Restarting Services and Instances after Configuration Changes

If you change the configuration properties after you start a service or instance, you may need to restart the service or
instance to have the configuration properties become active. If you change configuration properties at the service
level that affect a particular role only (such as all DataNodes but not the NameNodes), you can restart only that role;
you do not need to restart the entire service. If you changed the configuration for a particular role instance (such as
one of four DataNodes), you may need to restart only that instance.

1. Follow the instructions in Restarting a Service on page 48 or Starting, Stopping, and Restarting Role Instances on
page 58.

2. If you see a Finished status, the service or role instances have restarted.

3. Go to the Home > Status tab. The service should show a Status of Started for all instances and a health status of
Good.

For more information, see Stale Configurations on page 33.

Autoconfiguration
Cloudera Manager provides several interactive wizards to automate common workflows:

¢ Installation - used to bootstrap a Cloudera Manager deployment

e Add Cluster - used when adding a new cluster

e Add Service - used when adding a new service

e Upgrade - used when upgrading to a new version of CDH

e Static Service Pools - used when configuring static service pools

¢ Import MapReduce - used when migrating from MapReduce to YARN

In some of these wizards, Cloudera Manager uses a set of rules to automatically configure certain settings to best suit
the characteristics of the deployment. For example, the number of hosts in the deployment drives the memory

requirements for certain monitoring daemons: the more hosts, the more memory is needed. Additionally, wizards that
are tasked with creating new roles will use a similar set of rules to determine an ideal host placement for those roles.

Scope

The following table shows, for each wizard, the scope of entities it affects during autoconfiguration and role-host
placement.

Wizard Autoconfiguration Scope Role-Host Placement Scope

Installation New cluster, Cloudera Management | New cluster, Cloudera Management
Service Service

Add Cluster New cluster New cluster

Add Service New service New service

Upgrade Cloudera Management Service Cloudera Management Service

Static Service Pools Existing cluster N/A

Import MapReduce Existing YARN service N/A

Certain autoconfiguration rules are unscoped, that is, they configure settings belonging to entities that aren't necessarily
the entities under the wizard's scope. These exceptions are explicitly listed.



Autoconfiguration

Cloudera Manager employs several different rules to drive automatic configuration, with some variation from wizard
to wizard. These rules range from the simple to the complex.

Configuration Scope

One of the points of complexity in autoconfiguration is configuration scope. The configuration hierarchy as it applies
to services is as follows: configurations may be modified at the service level (affecting every role in the service), role
group level (affecting every role instance in the group), or role level (affecting one role instance). A configuration found
in a lower level takes precedence over a configuration found in a higher level.

With the exception of the Static Service Pools, and the Import MapReduce wizard, all Cloudera Manager wizards follow
a basic pattern:

1. Every role in scope is moved into its own, new, role group.

2. This role group is the receptacle for the role's "idealized" configuration. Much of this configuration is driven by
properties of the role's host, which can vary from role to role.
3. Once autoconfiguration is complete, new role groups with common configurations are merged.

4. The end result is a smaller set of role groups, each with an "idealized" configuration for some subset of the roles
in scope. A subset can have any number of roles; perhaps all of them, perhaps just one, and so on.

The Static Service Pools and Import MapReduce wizards configure role groups directly and do not perform any merging.
Static Service Pools

Certain rules are only invoked in the context of the Static Service Pools wizard. Additionally, the wizard autoconfigures
cgroup settings for certain kinds of roles:

e HDFS DataNodes

e HBase RegionServers

e MapReduce TaskTrackers
¢ YARN NodeManagers

e Impala Daemons

e Solr Servers

e Spark Standalone Workers
e Accumulo Tablet Servers

e Add-on services

YARN

yar n. nodenanager . r esour ce. cpu- vcor es - For each NodeManager role group, set to nunber of cores,
i ncludi ng hyperthreads, on one NodeManager nenber's host * service percentage chosen in
W zard.

All Services

Cgroup cpu. shar es - For each role group that supports cpu. shar es, set to max(20, (service percentage
chosen in wzard) * 20).

Cgroup bl ki 0. wei ght - For each role group that supports bl ki 0. wei ght , settomax(100, (service percentage
chosen in wzard) * 10).

Data Directories

Several autoconfiguration rules work with data directories, and there's a common sub-rule used by all such rules to
determine, out of all the mountpoints present on a host, which are appropriate for data. The subrule works as follows:

¢ The initial set of mountpoints for a host includes all those that are disk-backed. Network-backed mountpoints are
excluded.

¢ Mountpoints beginning with / boot ,/ cdrom / usr,/t np,/ hone, or / dev are excluded.



¢ Mountpoints beginning with /media are excluded, unless the backing device's name contains / xvd somewhere
in it.

¢ Mountpoints beginning with / var are excluded, unless they are/ var or/var/lib.

e The largest mount point (in terms of total space, not available space) is determined.

e Other mountpoints with less than 1% total space of the largest are excluded.

e Mountpoints beginning with / var or equal to/ are excluded unless they’re the largest mount point.

e Remaining mountpoints are sorted lexicographically and retained for future use.

Memory

The rules used to autoconfigure memory reservations are perhaps the most complicated rules employed by Cloudera
Manager. When configuring memory, Cloudera Manager must take into consideration which roles are likely to enjoy
more memory, and must not over commit hosts if at all possible. To that end, it needs to consider each host as an
entire unit, partitioning its available RAM into segments, one segment for each role. To make matters worse, some
roles have more than one memory segment. For example, a Solr server has two memory segments: a JVM heap used
for most memory allocation, and a JVM direct memory pool used for HDFS block caching. Here is the overall flow during
memory autoconfiguration:

1. The set of participants includes every host under scope as well as every {role, memory segment} pair on those
hosts. Some roles are under scope while others are not.

2. For each {role, segment} pair where the role is under scope, a rule is run to determine four different values for
that pair:

e Minimum memory configuration. Cloudera Manager must satisfy this minimum, possibly over-committing
the host if necessary.

e Minimum memory consumption. Like the above, but possibly scaled to account for inherent overhead. For
example, JVM memory values are multiplied by 1.3 to arrive at their consumption value.

¢ |deal memory configuration. If RAM permits, Cloudera Manager will provide the pair with all of this memory.

¢ Ideal memory consumption. Like the above, but scaled if necessary.

3. For each {role, segment} pair where the role is not under scope, a rule is run to determine that pair's existing
memory consumption. Cloudera Manager will not configure this segment but will take it into consideration by
setting the pair's "minimum" and "ideal" to the memory consumption value.

4. For each host, the following steps are taken:

a. 20% of the host's available RAM is subtracted and reserved for the OS.
b. sum(minimum_consumption) and sum(ideal_consumption) are calculated.
c. An "availability ratio" is built by comparing the two sums against the host's available RAM.

a. If RAM < sum(minimum) ratio = 0
b. If RAM >= sum(ideal) ratio = 1

d. If the host has more available memory than the total of the ideal memory for all roles assigned to the host,
each role is assigned its ideal memory and autoconfiguration is finished.

e. Cloudera Manager assigns all available host memory by setting each {role, segment} pair to the same
consumption value, except in cases where that value is below the minimum memory or above the ideal
memory for that pair. In that case, it is set to the minimum memory or the ideal memory as appropriate. This
ensures that pairs with low ideal memory requirements are completely satisfied before pairs with higher
ideal memory requirements.

5. The {role, segment} pair is set with the value from the previous step. In the Static Service Pools wizard, the role
group is set just once (as opposed to each role).

6. Custom post-configuration rules are run.

Customization rules are applied in steps 2, 3 and 7. In step 2, there's a generic rule for most cases, as well as a series
of custom rules for certain {role, segment} pairs. Likewise, there's a generic rule to calculate memory consumption in
step 3 as well as some custom consumption functions for certain {role, segment} pairs.

Step 2 Generic Rule Excluding Static Service Pools Wizard



For every {role, segment} pair where the segment defines a default value, the pair's minimum is set to the segment's
minimum value (or 0 if undefined), and the ideal is set to the segment's default value.

Step 2 Custom Rules Excluding Static Service Pools Wizard

HDFS

For the NameNode and Secondary NameNode JVM heaps, the minimum is 50 MB and the ideal is max(4 GB,
sum over _al | (Dat aNode nount poi nts’ avail abl e space) / 0.000008).

MapReduce

For the JobTracker JVM heap, the minimum is 50 MB and the ideal ismax(1 GB, round((1 GB * 2.3717181092
* I n(nunber of TaskTrackers in MapReduce service)) - 2.6019933306)).Ifthe number of TaskTrackers
<=5, the ideal is 1 GB.

For the mapper JVM heaps, the minimum is 1 and the ideal is the number of cores, including hyperthreads, on the
TaskTracker host. Memory consumption is scaled by mapred_chi | d_j ava_opt s_nmax_heap (the size of a task's
heap).

For the reducer JVM heaps, the minimum is 1 and the ideal is (nunber of cores, including hyperthreads,
on the TaskTracker host) / 2. Memoryconsumption is scaled by mapred_chi |l d_j ava_opts_max_heap
(the size of a task's heap).

HBase

For the memory total allowed for HBase RegionServer JVM heap, the minimum is 50 MB and the idealismi n (31 GB
,(total RAM on region server host) * 0.64)

YARN

For the memory total allowed for containers, the minimum is 1 GB and the ideal is (t ot al RAM on NodeManager
host) * 0.64.

Hue

With the exception of the Beeswax Server (only in CDH 4), Hue roles do not have memory limits. Therefore, Cloudera
Manager treats them as roles that consume a fixed amount of memory by setting their minimum and ideal consumption
values, but not their configuration values. The two consumption values are set to 256 MB.

Impala

With the exception of the Impala daemon, Impala roles do not have memory limits. Therefore, Cloudera Manager
treats them as roles that consume a fixed amount of memory by setting their minimum/ideal consumption values, but
not their configuration values. The two consumption values are set to 150 MB for the Catalog Server and 64 MB for
the StateStore.

For the Impala Daemon memory limit, the minimum is 256 MB and the ideal is (t ot al RAM on daenon host) *
0. 64.

Solr

For the Solr Server JVM heap, the minimum is 50 MB and the idealismi n(64 GB, (total RAM on Solr Server
host) * 0.64) / 2.6.Forthe Solr Server JVM direct memory segment, the minimum is 256 MB and the ideal is
mn(64 GB, (total RAMon Solr Server host) * 0.64) / 2.

Cloudera Management Service

e Alert Publisher JVM heap - Treated as if it consumed a fixed amount of memory by setting the minimum/ideal
consumption values, but not the configuration values. The two consumption values are set to 256 MB.



e Service and Host Monitor JVM heaps - The minimum is 50 MB and the ideal is either 256 MB (10 or fewer managed
hosts), 1 GB (100 or fewer managed hosts), or 2 GB (over 100 managed hosts).

e Event Server, Reports Manager, and Navigator Audit Server JVM heaps - The minimum is 50 MB and the ideal is
1 GB.

¢ Navigator Metadata Server JVM heap - The minimum is 512 MB and the ideal is 2 GB.

¢ Service and Host Monitor off-heap memory segments - The minimum is either 768 MB (10 or fewer managed
hosts), 2 GB (100 or fewer managed hosts), or 6 GB (over 100 managed hosts). The ideal is always twice the
minimum.

Step 2 Generic Rule for Static Service Pools Wizard

For every {role, segment} pair where the segment defines a default value and an autoconfiguration share, the pair's
minimum is set to the segment's default value, and the ideal is set to m n((segment soft max (if exists) or
segment max (if exists) or 2763-1), (total RAMon role's host * 0.8 / segnent scal e factor
* service percentage chosen in wzard * segnment autoconfiguration share)).

Autoconfiguration shares are defined as follows:

e HBase RegionServer JVM heap: 1

e HDFS DataNode JVM heap: 1in CDH 4, 0.2 in CDH 5

e HDFS DataNode maximum locked memory: 0.8 (CDH 5 only)
e Solr Server JVM heap: 0.5

e Solr Server JVM direct memory: 0.5

e Spark Standalone Worker JVM heap: 1

e Accumulo Tablet Server JVM heap: 1

e Add-on services: any

Roles not mentioned here do not define autoconfiguration shares and thus aren't affected by this rule.

Additionally, there's a generic rule to handle cgr oup. menory_Ii mi t _i n_byt es, which is unused by Cloudera services
but is available for add-on services. Its behavior varies depending on whether the role in question has segments or
not.

With Segments

The minimumisthem n(cgroup. nenory_limt_in_bytes mn (if exists) or 0, sumover_all (segnent
m ni mum consunpti on)), and the ideal is the sum of all segment ideal consumptions.

Without Segments

The minimum iscgroup. menory_limt_in_bytes_min (if exists) or0,andtheidealis(total RAM on
role's host * 0.8 * service percentage chosen in w zard).

Step 3 Custom Rules for Static Service Pools Wizard

YARN

For the memory total allowed for containers, the minimum is 1 GB and the ideal ismi n(8 GB, (total RAM on
NodeManager host) * 0.8 * service percentage chosen in w zard).

Impala

For the Impala Daemon memory limit, the minimum is 256 MB and the ideal is ((t ot al RAM on Daenopn host)
* 0.8 * service percentage chosen in w zard).

MapReduce

e MapperJVM heaps - the minimum is 1 and the ideal is (number of cores, including hyperthreads, on the TaskTracker
host * service percentage chosen in wizard). Memory consumption is scaled by
mapred_chi | d_j ava_opt s_nmax_heap (the size of a given task's heap).



e Reducer JVM heaps - the minimum is 1 and the ideal is (number of cores, including hyperthreads on the TaskTracker
host * service percentage chosen in wizard) / 2. Memory consumption is scaled by
mapred_chi |l d_j ava_opt s_max_heap (the size of a given task's heap).

Step 3 Generic Rule

For every {role, segment} pair, the segment's current value is converted into bytes, and then multiplied by the scale
factor (1.0 by default, 1.3 for JIVM heaps, and freely defined for Custom Service Descriptor services).

Step 3 Custom Rules

Impala

For the Impala Daemon, the memory consumption is 0 if YARN Service for Resource Management is set. If the memory
limit is defined but not -1, its value is used verbatim. If it's defined but -1, the consumption is equal to the total RAM
on the Daemon host. If it is undefined, the consumption is (total RAM * 0.8).

MapReduce

See Step 3 Custom Rules for Static Service Pools Wizard on page 25.

Solr

For the Solr Server JVM direct memory segment, the consumption is equal to the value verbatim provided
sol r. hdf s. bl ockcache. enabl e and sol r. hdf s. bl ockcache. di rect. menory. al | ocat i on are both true.
Otherwise, the consumption is 0.

Step 7 Custom Rules

HDFS

e NameNode JVM heaps are equalized. For every pair of NameNodes in an HDFS service with different heap sizes,
the larger heap size is reset to the smaller one.

¢ JournalNode JVM heaps are equalized. For every pair of JournalNodes in an HDFS service with different heap sizes,
the larger heap size is reset to the smaller one.

¢ NameNode and Secondary NameNode JVM heaps are equalized. For every {NameNode, Secondary NameNode}
pair in an HDFS service with different heap sizes, the larger heap size is reset to the smaller one.

HBase

Master JVM heaps are equalized. For every pair of Masters in an HBase service with different heap sizes, the larger
heap size is reset to the smaller one.

Hive
Hive on Spark rules apply only when Hive depends on YARN. The following rules are applied:

e Spark executor cores - Set to 4, 5, or 6. The value that results in the fewest "wasted" cores across the cluster is
used, where the number of cores wasted per host is the remainder of
yarn. nodenmanager . r esour ce. cpu-vcores / spark. execut or. cores. In case of a tie, use the larger
value of Spark executor cores. If no host on the cluster has 4 or more cores, then sets the value to the smallest
value of yar n. nodemanager . r esour ce. cpu- vcor es on the cluster.

e Spark executor memory - 85% of Spark executor memory allocated to spar k. execut or. menory and 15%
allocated to spar k. yar n. execut or. menor yOver head. The total memory is the YARN container memory split
evenly between the maximum number of executors that can run on a host. This is
yar n. nodemanager . r esour ce. nenory-nb / fl oor(yarn. nodemanager. resource. cpu-vcores /
spar k. execut or . cor es) . When the memory or vcores vary across hosts in the cluster, choose the smallest
calculated value for Spark executor memory.



e Spark driver memory - 90% of Spark driver memory allocated to spar k. dri ver . menory and 10% allocated to
spar k. yarn. driver. menoryOver head. The total memory is based on the lowest value of
yarn. nodenanager . r esour ce. menor y- nb across the cluster.

¢ Total memory is:

12 GB when yar n. nodenanager . r esour ce. nenor y- nb > 50 GB.

4 GB when yar n. nodenmanager . r esour ce. menor y- nb < 50 GB && >=12 GB

1 GB when yar n. nodenanager . r esour ce. mnenory-nb <12 GB

256 MB when yar n. nodemanager . r esour ce. menor y- mb < 1 GB.

The rules apply in the cases described in General Rules on page 27 and on upgrade from Cloudera Manager 5.6.x and
lower to Cloudera Manager 5.7.x and higher.

Impala

If an Impala service has YARN Service for Resource Management set, every Impala Daemon memory limit is set to the
value of (yar n. nodemanager . r esour ce. nenor y- nb * 1 GB) if there's a YARN NodeManager co-located with the
Impala Daemon.

MapReduce

JobTracker JVM heaps are equalized. For every pair of JobTrackers in an MapReduce service with different heap sizes,
the larger heap size is reset to the smaller one.

Oozie

Oozie Server JVM heaps are equalized. For every pair of Oozie Servers in an Oozie service with different heap sizes,
the larger heap size is reset to the smaller one.

YARN

ResourceManager JVM heaps are equalized. For every pair of ResourceManagers in a YARN service with different heap
sizes, the larger heap size is reset to the smaller one.

ZooKeeper

ZooKeeper Server JVM heaps are equalized. For every pair of servers in a ZooKeeper service with different heap sizes,
the larger heap size is reset to the smaller one.

General Rules

HBase

e hbase. replication - For each HBase service, set to true if there's a Key-Value Store Indexer service in the
cluster. This rule is unscoped,; it can fire even if the HBase service is not under scope.

e replication.replicationsource.inplenmentation-Foreach HBase service, set to
com ngdat a. sep. i npl . SepRepl i cati onSour ce if there's a Keystore Indexer service in the cluster. This rule
is unscoped, it can fire even if the HBase service is not under scope.

HDFS

e df s. dat anode. du. r eser ved - For each DataNode, settoni n((total space of Dat aNode host | ar gest
nmount point) / 10, 10 GB).

e df s. nanenode. nane. di r - For each NameNode, set to the first two mountpoints on the NameNode host with
/ df s/ nn appended.

e df s. nanenode. checkpoi nt. di r - For each Secondary NameNode, set to the first mountpoint on the Secondary
NameNode host with / df s/ snn appended.

e dfs. dat anode. dat a. di r - For each DataNode, set to all the mountpoints on the host with/ df s/ dn appended.



Hue

df s. j our nal node. edi ts. di r - For each JournalNode, set to the first mountpoint on the JournalNode host
with / df s/ j n appended.

df s. dat anode. f ai | ed. vol unes. t ol er at ed - For each DataNode, set to (number of mountpoints on DataNode
host) / 2.

df s. nanenode. servi ce. handl er. count and df s. namenode. handl er . count - For each NameNode, set
tol n(nunber of DataNodes in this HDFS service) * 20.

df s. bl ock. | ocal - pat h- access. user - For each HDFS service, set to i npal a if there's an Impala service in
the cluster. This rule is unscoped; it can fire even if the HDFS service is not under scope.

df s. dat anode. hdf s- bl ocks- net adat a. enabl ed - For each HDFS service, set to true if there's an Impala
service in the cluster. This rule is unscoped, it can fire even if the HDFS service is not under scope.

df s.client.read. shortcircuit -Foreach HDFS service, set to true if there's an Impala service in the cluster.
This rule is unscoped; it can fire even if the HDFS service is not under scope.

df s. dat anode. dat a. di r. per m- For each DataNode, set to 755 if there's an Impala service in the cluster and
the cluster isn’t Kerberized. This rule is unscoped; it can fire even if the HDFS service is not under scope.
fs.trash.interval -Foreach HDFS service, set to 1.

WebHDFS dependency - For each Hue service, set to either the first HttpFS role in the cluster, or, if there are
none, the first NameNode in the cluster.

HBase Thrift Server dependency- For each Hue service in a CDH 4.4 or higher cluster, set to the first HBase Thrift
Server in the cluster.

Impala

For each Impala service, set Enable Audit Collection and Enable Lineage Collection to true if there's a Cloudera
Management Service with a Navigator Audit Server and Navigator Metadata Server roles. This rule is unscoped, it can
fire even if the Impala service is not under scope.

MapReduce

mapr ed. | ocal . di r - For each JobTracker, set to the first mountpoint on the JobTracker host with / mapred/j t
appended.

mapr ed. | ocal . di r - For each TaskTracker, set to all the mountpoints on the host with / mapr ed/ | ocal
appended.

mapr ed. r educe. t asks - For each MapReduce service, settomax(1, sum over_al | (TaskTracker nunber
of reduce tasks (determ ned via nmapred.tasktracker.reduce.tasks. maxi nrum for that
TaskTracker, which is configured separately)) / 2).

mapr ed. j ob. tracker . handl er. count - ForeachJobTracker, settomax( 10, | n(nunber of TaskTrackers
in this MapReduce service) * 20).

mapr ed. submi t. replication - If there's an HDFS service in the cluster, for each MapReduce service, set to
max(m n(nunber of DataNodes in the HDFS service, value of HDFS Replication Factor),
sgrt (nunmber of DataNodes in the HDFS service)).

mapr ed. t askt racker. i nstrunent ati on - If there's a management service, for each MapReduce service, set
toor g. apache. hadoop. mapr ed. TaskTr acker Cnonl nst . This rule is unscoped; it can fire even if the MapReduce
service is not under scope.

YARN

yar n. nodenmanager . | ocal - di r s - For each NodeManager, set to all the mountpoints on the NodeManager
host with / yar n/ nmappended.

yarn. nodenmanager . r esour ce. cpu- vcor es - For each NodeManager, set to the number of cores (including
hyperthreads) on the NodeManager host.

mapr ed. r educe. t asks - For each YARN service, set to max( 1, sum over _al | (NodeManager nunber of
cores, including hyperthreads) / 2).



yar n. r esour cenanager . nodemanager s. heart beat - i nt er val - ns - For each NodeManager, set to max( 100,
10 * (nunber of NodeManagers in this YARN service)).

yar n. schedul er. maxi mum al | ocati on- vcor es - For each ResourceManager, set to

max_over _al | (NodeManager nunber of vcores (determ ned via

yar n. nodenanager . resour ce. cpu-vcores for that NodeManager, which is configured
separately)).

yar n. schedul er. maxi nrum al | ocat i on- nb - For each ResourceManager, setto nax_over _al | ( NodeManager
amount of RAM (det erm ned vi a yar n. nodemanager . resour ce. menory-nb for that NodeManager,
which is configured separately)).

mapr educe. client.subnmit.file.replication-Ifthere'san HDFS service in the cluster, for each YARN
service, set to max( m n(nunber of DataNodes in the HDFS service, value of HDFS Replication
Factor), sqrt(nunber of DataNodes in the HDFS service)).

All Services

If a service dependency is unset, and a service with the desired type exists in the cluster, set the service dependency
to the first such target service. Applies to all service dependencies except YARN Service for Resource Management.
Applies only to the Installation and Add Cluster wizards.

Role-Host Placement

Cloudera Manager employs the same role-host placement rule regardless of wizard. The set of hosts considered
depends on the scope. If the scope is a cluster, all hosts in the cluster are included. If a service, all hosts in the service's
cluster are included. If the Cloudera Management Service, all hosts in the deployment are included. The rules are as

follows:
1. The hosts are sorted from most to least physical RAM. Ties are broken by sorting on hostname (ascending) followed
by host identifier (ascending).
2. The overall number of hosts is used to determine which arrangement to use. These arrangements are hard-coded,
each dictating for a given "master" role type, what index (or indexes) into the sorted host list in step 1 to use.
3. Master role types are included based on several factors:
¢ s this role type part of the service (or services) under scope?
¢ Does the service already have the right number of instances of this role type?
e Does the cluster's CDH version support this role type?
e Does the installed Cloudera Manager license allow for this role type to exist?
4. Master roles are placed on each host using the indexes and the sorted host list. If a host already has a given master
role, it is skipped.
5. An HDFS DataNode is placed on every host outside of the arrangement described in step 2, provided HDFS is one
of the services under scope.
6. Certain "worker" roles are placed on every host where an HDFS DataNode exists, either because it existed there
prior to the wizard, or because it was added in the previous step. The supported worker role types are:
e MapReduce TaskTrackers
¢ YARN NodeManagers
e HBase RegionServers
¢ Impala Daemons
e Spark Workers
7. Hive gateways are placed on every host, provided a Hive service is under scope and a gateway didn’t already exist
on a given host.
8. Spark on YARN gateways are placed on every host, provided a Spark on YARN service is under scope and a gateway

didn’t already exist on a given host.

This rule merely dictates the default placement of roles; you are free to modify it before it is applied by the wizard.



Custom Configuration
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Cloudera Manager exposes properties that allow you to insert custom configuration text into XML configuration,
property, and text files, or into an environment. The naming convention for these properties is: XXX Advanced
Configuration Snippet (Safety Valve) for YYY or XXX YYY Advanced Configuration Snippet (Safety Valve), where XXX
is a service or role and YYY is the target.

The values you enter into a configuration snippet must conform to the syntax of the target. For an XML configuration
file, the configuration snippet must contain valid XML property definitions. For a properties file, the configuration
snippet must contain valid property definitions. Some files simply require a list of host addresses.

The configuration snippet mechanism is intended for use in cases where there is configuration setting that is not
exposed as a configuration property in Cloudera Manager. Configuration snippets generally override normal configuration.
Contact Cloudera Support if you are required to use a configuration snippet that is not explicitly documented.

Service-wide configuration snippets apply to all roles in the service; a configuration snippet for a role group applies to
all instances of the role associated with that role group.

Server and client configurations have separate configuration snippets. In general after changing a server configuration
snippet you must restart the server, and after changing a client configuration snippet you must redeploy the client
configuration. Sometimes you can refresh instead of restart. In some cases however, you must restart a dependent
server after changing a client configuration. For example, changing a MapReduce client configuration marks the
dependent Hive server as stale, which must be restarted. The Admin Console displays an indicator when a server must
be restarted. In addition, the All Configuration Issues tab on the Home page indicates the actions you must perform
to resolve stale configurations.

Configuration Snippet Types and Syntax

Configuration

Set configuration properties in various configuration files; the property name indicates into which configuration
file the configuration will be placed. Configuration files have the extension . xm or. conf.

For example, there are several configuration snippets for the Hive service. One Hive configuration snippet property
is called the HiveServer2 Advanced Configuration Snippet for hive-site.xml; configurations you enter here are
inserted verbatim into the hi ve-si t e. xri file associated with the HiveServer2 role group.

To see a list of configuration snippets that apply to a specific configuration file, enter the configuration file name
in the Search field in the top navigation bar. For example, searching for mapr ed- si t e. xm shows the configuration
snippets that have mapr ed- si t e. xm in their name.

Some configuration snippet descriptions include the phrase for this role only. These configurations are stored in
memory, and only inserted to the configuration when running an application from Cloudera Manager. Otherwise,
the configuration changes are added to the configuration file on disk, and are used when running the application
both from Cloudera Manager and from the command line.
Syntax:
<property>

<name>pr operty_nanme</ nane>

<val ue>property_val ue</val ue>
</ property>

For example, to specify a MySQL connector library, put this property definition in that configuration snippet:
<property>
<name>hi ve. aux. j ar s. pat h</ name>

<val ue>file:///usr/share/javal nysql - connector-java.jar</val ue>
</ property>

Environment

Specify key-value pairs for a service, role, or client that are inserted into the respective environment.



One example of using an environment configuration snippet is to add a JAR to a classpath. Place JARs in a custom
location such as / opt / nyj ar s and extend the classpath using the appropriate service environment configuration
snippet. The value of a JAR property must conform to the syntax supported by its environment. See Setting the
class path.

Do not place JARs inside locations such as / opt / cl oudera or/usr/1i b/ {hadoop*, hbase*, hi ve*} that are
managed by Cloudera because they are overwritten at upgrades.

Syntax:
key=val ue
For example, to add JDBC connectors to a Hive gateway classpath, add

AUX_CLASSPATH=/ usr/ shar e/ j aval/ mysql - connect or -j ava. j ar:\
/usr/share/javal oracl e-connector-java.jar

or

AUX_CLASSPATH=/ usr/ share/ j aval *

to Gateway Client Advanced Configuration Snippet for hive-env.sh.
Logging

Set logdj propertiesin al og4j . properti es file.

Syntax:

keyl=val uel
key2=val ue2

For example:

| og4j . root Cat egory=lI NFO, consol e max.log.file.size=200MB
nmax. | og. fil e. backup.i ndex=10

Metrics
Set properties to configure Hadoop metrics inahadoop- net ri cs. properti es orhadoop-netri cs2. properties
file.
Syntax:

keyl=val uel
key2=val ue2

For example:

* . sink. foo. cl ass=org. apache. hadoop. netrics2. si nk. Fi | eSi nk
namenode. si nk. f oo. fi | ename=/t np/ namenode-metri cs. out
secondar ynanenode. si nk. f oo. fi | enane=/t np/ secondar ynanenode- netri cs. out

Whitelists and blacklists

Specify a list of host addresses that are allowed or disallowed from accessing a service.

Syntax:

host 1. donai n1 host 2. donmai n2

Setting an Advanced Configuration Snippet

1. Click a service.

. Click the Configuration tab.

. In the Search box, type Advanced Confi gurati on Sni ppet.

. Choose a property that contains the string Advanced Configuration Snippet (Safety Valve).

. Specify the snippet properties. If the snippet is an XML file, you have the option to use a snippet editor (the default)
or an XML text field:

v b WN

¢ Snippet editor


http://docs.oracle.com/javase/7/docs/technotes/tools/solaris/classpath.html
http://docs.oracle.com/javase/7/docs/technotes/tools/solaris/classpath.html
https://logging.apache.org/log4j/1.2/manual.html

Name

Eb

Value

Description
Fina

+

1. click ¥ to add a property. Enter the property name, value, and optional description. To indicate that
the property value cannot be overridden by another, select the Final checkbox.

e XML text field - Enter the property name, value, and optional description in as XML elements.
<property>
<name>nane</ nane>
<val ue>property_val ue</val ue>
<final >final _val ue</final >
</ property>
To indicate that the property value cannot be overridden, specify <f i nal >t rue</ fi nal >.

To switch between the editor and text field, click the View Editor and View XML links at the top right of the snippet
row.

6. Click Save Changes to commit the changes.
7. Restart the service or role or redeploy client configurations as indicated.

Setting Advanced Configuration Snippets for a Cluster or Clusters

1. Do one of the following
¢ specific cluster

1. On the Home > Status tab, click a cluster name.
2. Select Configuration > Advanced Configuration Snippets.

¢ all clusters

1. Select Configuration > Advanced Configuration Snippets.

2. Specify the snippet properties. If the snippet is an XML file, you have the option to use a snippet editor (the default)
or an XML text field:

e Snippet editor

Name

Eb

Value

Description
Final

+

1. click ¥ to add a property. Enter the property name, value, and optional description. To indicate that
the property value cannot be overridden by another, select the Final checkbox.

e XML text field - Enter the property name, value, and optional description in as XML elements.

<property>
<nane>nane</ nanme>
<val ue>property_val ue</val ue>



<final >fi nal _val ue</fi nal >
</ property>

To indicate that the property value cannot be overridden, specify <f i nal >t rue</fi nal >.
To switch between the editor and text field, click the View Editor and View XML links at the top right of the snippet
row.
3. Click Save Changes to commit the changes.
4. Restart the service or role or redeploy client configurations as indicated.

Stale Configurations
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The Stale Configurations page provides differential views of changes made in a cluster. For any configuration change,
the page contains entries of all affected attributes. For example, the following File entry shows the change to the file
hdf s-si t e. xm when you update the property controlling how much disk space is reserved for non-HDFS use on
each DataNode:

File: hdfs-site.xml Show

<name>dfs.datanode.du.reserved</name>
= <value>5077964390</value>

e>dfs.datancde.failed.volumes.tolerated</name>
<value»0</value>

To display the entities affected by a change, click the Show button at the right of the entry. The following dialog box
shows that three DataNodes were affected by the disk space change:

r "1

Entities Affected By This Change

Changes From: File: hdfs-site xml

Q||

B hdfs (=
datanode (tcdndg-4)
datanode (tcdnds-2)
datanode (tcdnd8-3)

Viewing Stale Configurations

To view stale configurations, click the Y, <, or E‘ indicator next to a service on the Cloudera Manager Admin Console
Home Page or on a service status page.

Attribute Categories
The categories of attributes include:

¢ Environment - represents environment variables set for the role. For example, the following entry shows the
change to the environment that occurs when you update the heap memory configuration of the
SecondaryNameNode.



Envircnment Show

-1-SECONDARYNAMENCDE-tcdn42-1.ent.cloudera.com. log.out
~hdfs

-¥m=s305135616 -Xmx305135616 -XX:+UseParNewGC -XX:+UseConcMarkSweepGC -X¥:-CMSConcurrentMIEnasbled -XX:CMSInitiatingOccupar
SECONDARYNAMENODE O -¥ms1073741824 -Xmx1073741824 -XX:+UseParNewGC -XX:+UseConcMarkSweepEC -XX:-CMSConcurrentMIEnabled -XX:CMSInitiatingOccup
SECURITY LOGGER=INFC,RFAS

¢ Files - represents configuration files used by the role.

* Process User & Group - represents the user and group for the role. Every role type has a configuration to specify
the user/group for the process. If you change a value for a user or group on any service's configuration page it
will appear in the Stale Configurations page.

¢ System Resources - represents system resources allocated for the role, including ports, directories, and cgroup
limits. For example, a change to the port of role instance will appear in the System Resources category.

¢ Client Configs Metadata - represents client configurations.

Filtering Stale Configurations
You filter the entries on the Stale Configurations page by selecting from one of the drop-down lists:

e Attribute - you can filter by an attribute category such as All Files or by a specific file such as t opol ogy. map or
yarn-site.xn .

e Service

* Role

After you make a selection, both the page and the drop-down show only entries that match that selection.

To reset the view, click Remove Filter or select All XXX, where XXX is Files, Services, or Roles, from the drop-down. For
example, to see all the files, select All Files.

Stale Configuration Actions

The Stale Configurations page displays action buttons. The action depends on what is required to bring the entire
cluster's configuration up to date. If you go to the page by clicking a © (Refresh Needed) indicator, the action button
will say Restart Stale Services if one of the roles listed on the page need to be restarted.

* Refresh Stale Services - Refreshes stale services.

¢ Restart Stale Services - Restarts stale services.

¢ Restart Cloudera Management Service - Runs the restart Cloudera Management Service action.
¢ Deploy Client Configuration - Runs the cluster deploy client configurations action.

Client Configuration Files
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To allow clients to use the HBase, HDFS, Hive, MapReduce, and YARN services, Cloudera Manager creates zip archives
of the configuration files containing the service properties. The zip archive is referred to as a client configuration file.
Each archive contains the set of configuration files needed to access the service: for example, the MapReduce client
configuration file contains copies of cor e- si t e. xnml , hadoop- env. sh, hdf s-site. xm ,| og4j . properties, and
mapred-site. xm .

Client configuration files are generated automatically by Cloudera Manager based on the services and roles you have
installed and Cloudera Manager deploys these configurations automatically when you install your cluster, add a service
on a host, or add a gateway role on a host. Specifically, for each host that has a service role instance installed, and for
each host that is configured as a gateway role for that service, the deploy function downloads the configuration zip
file, unzips it into the appropriate configuration directory, and uses the Linux alternatives mechanism to set a given,
configurable priority level. If you are installing on a system that happens to have pre-existing alternatives, then it is
possible another alternative may have higher priority and will continue to be used. The alternatives priority of the
Cloudera Manager client configuration is configurable under the Gateway scope of the Configuration tab for the
appropriate service.

You can also manually distribute client configuration files to the clients of a service.


http://linux.about.com/library/cmd/blcmdl8_alternatives.htm

The main circumstance that may require a redeployment of the client configuration files is when you have modified a
configuration. In this case you will typically see a message instructing you to redeploy your client configurations. The

affected service(s) will also display a B icon. Click the indicator to display the Stale Configurations on page 33 page.

How Client Configurations are Deployed

Client configuration files are deployed on any host that is a client for a service—that is, that has a role for the service
on that host. This includes roles such as DataNodes, TaskTrackers, RegionServers and so on as well as gateway roles
for the service.

If roles for multiple services are running on the same host (for example, a DataNode role and a TaskTracker role on
the same host) then the client configurations for both roles are deployed on that host, with the alternatives priority
determining which configuration takes precedence.

For example, suppose we have six hosts running roles as follows: host H1: HDFS-NameNode; host H2: MR-JobTracker;
host H3: HBase-Master; host H4: MR-TaskTracker, HDFS-DataNode, HBase-RegionServer; host H5: MR-Gateway; host
H6: HBase-Gateway. Client configuration files will be deployed on these hosts as follows: host H1: hdfs-clientconfig
(only); host H2: mapreduce-clientconfig, host H3: hbase-clientconfig; host H4: hdfs-clientconfig, mapreduce-clientconfig,
hbase-clientconfig; host H5: mapreduce-clientconfig; host H6: hbase-clientconfig

If the HDFS NameNode and MapReduce JobTracker were on the same host, then that host would have both
hdfs-clientconfig and mapreduce-clientconfig installed.

Downloading Client Configuration Files

1. Follow the appropriate procedure according to your starting point:

Page Procedure

Home 1. On the Home > Status tab, click

-

to the right of the cluster name and select View Client Configuration URLs. A
pop-up window with links to the configuration files for the services you have
installed displays.

2. Click a link or save the link URL and download the file using wget orcurl .

Service 1. Go to a service whose client configuration you want to download.
2. Select Actions > Download Client Configuration.

Manually Redeploying Client Configuration Files

Although Cloudera Manager will deploy client configuration files automatically in many cases, if you have modified
the configurations for a service, you may need to redeploy those configuration files.

If your client configurations were deployed automatically, the command described in this section will attempt to
redeploy them as appropriate.

E,’ Note: If you are deploying client configurations on a host that has multiple services installed, some
of the same configuration files, though with different configurations, will be installed in the conf
directories for each service. Cloudera Manager uses the pri ori ty parameterintheal t ernati ves
--install command to ensure that the correct configuration directory is made active based on the
combination of services on that host. The priority order is YARN > MapReduce > HDFS. The priority
can be configured under the Gateway sections of the Configuration tab for the appropriate service.

1. On the Home > Status tab, click

-

to the right of the cluster name and select Deploy Client Configuration.
2. Click Deploy Client Configuration.



Viewing and Reverting Configuration Changes

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Important: This feature requires a Cloudera Enterprise license. It is not available in Cloudera Express.
See Managing Licenses on page 489 for more information.

Whenever you change and save a set of configuration settings for a service or role instance or a host, Cloudera Manager
saves a revision of the previous settings and the name of the user who made the changes. You can then view past
revisions of the configuration settings, and, if desired, roll back the settings to a previous state.

Viewing Configuration Changes

1. For a service, role, or host, click the Configuration tab.
2. Click the History and Rollback button. The most recent revision, currently in effect, is shown under Current
Revision. Prior revisions are shown under Past Revisions.

e By default, or if you click Show All, a list of all revisions is shown. If you are viewing a service or role instance,
all service/role group related revisions are shown. If you are viewing a host or all hosts, all host/all hosts
related revisions are shown.

¢ Tolist only the configuration revisions that were done in a particular time period, use the Time Range Selector
to select a time range. Then, click Show within the Selected Time Range.

3. Click the Details... link. The Revision Details dialog box displays.

Revision Details Dialog
For a service or role instance, shows the following:

¢ A brief message describing the context of the changes
¢ The date/time stamp of the change

e The user who performed the change

e The names of any role groups created

¢ The names of any role groups deleted

For a host instance, shows just a message, date and time stamp, and the user.
The dialog box contains two tabs:

¢ Configuration Values - displays configuration value changes, where changes are organized under the role group
to which they were applied. (For example, if you changed a Service-Wide property, it will affect all role groups for
that service). For each modified property, the Value column shows the new value of the property and the previous
value.

e Group Membership - displays changes to the changed the group membership of a role instance (moved the
instance from one group to another). This tab is only shown for service and role configurations.

Reverting Configuration Changes

1. Select the current or past revision to which to roll back.

. Click the Details... link. The Revision Details dialog box displays.

. Click the Configuration Values tab.

. Click the Revert Configuration Changes button. The revert action occurs immediately. You may need to restart
the service or the affected roles for the change to take effect.

A WN



o Important: This feature can only be used to revert changes to configuration values. You cannot use
this feature to:

¢ Revert NameNode high availability. You must perform this action by explicitly disabling high
availability.

¢ Disable Kerberos security.
e Revert role group actions (creating, deleting, or moving membership among groups). You must
perform these actions explicitly in the Role Groups on page 60 feature.

Exporting and Importing Cloudera Manager Configuration

You can use the Cloudera Manager API to programmatically export and import a definition of all the entities in your
Cloudera Manager-managed deployment—clusters, service, roles, hosts, users and so on. See the Cloudera Manager
APl documentation on how to manage deployments using the /cm/deployment resource.

Managing Clusters

Cloudera Manager can manage multiple clusters, however each cluster can only be associated with a single Cloudera
Manager Server or Cloudera Manager HA pair. Once you have successfully installed your first cluster, you can add
additional clusters, running the same or a different version of CDH. You can then manage each cluster and its services
independently.

On the Home > Status tab you can access many cluster-wide actions by selecting

-

to the right of the cluster name: add a service, start, stop, restart, deploy client configurations, enable Kerberos, and
perform cluster refresh, rename, upgrade, and maintenance mode actions.

E’; Note:

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout
is the default; however, on each configuration page you can easily switch between layouts using the
Switch to XXX layout link at the top right of the page. For more information, see Configuration Overview
on page 10.

Adding and Deleting Clusters
Minimum Required Role: Full Administrator

Cloudera Manager can manage multiple clusters. Furthermore, the clusters do not need to run the same version of
CDH; you can manage both CDH 4 and CDH 5 clusters with Cloudera Manager.

Adding a Cluster

Action Procedure
New Hosts 1. On the Home > Status tab, click
D_.r' -

and select Add Cluster. This begins the Installation Wizard, just as if you were installing a
cluster for the first time. (See Cloudera Manager Deployment for detailed instructions.)

2. To find new hosts, not currently managed by Cloudera Manager, where you want to install
CDH, enter the hostnames or IP addresses, and click Search. Cloudera Manager lists the hosts
you can use to configure a new cluster. Managed hosts that already have services installed
will not be selectable.



http://tiny.cloudera.com/cm_api_5.14/path__cm_deployment.html

Action Procedure

3. Click Continue to install the new cluster. At this point the installation continues through the
wizard the same as it did when you installed your first cluster. You will be asked to select the
version of CDH to install, which services you want and so on, just as previously.

4. Restart the Reports Manager role.

Managed Hosts | You may have hosts that are already "managed" but are not part of a cluster. You can have
managed hosts that are not part of a cluster when you have added hosts to Cloudera Manager
either through the Add Host wizard, or by manually installing the Cloudera Manager agent onto
hosts where you have not install any other services. This will also be the case if you remove all
services from a host so that it no longer is part of a cluster.

1. On the Home > Status tab, click
D_.f' -
and select Add Cluster. This begins the Installation Wizard, just as if you were installing a

cluster for the first time. (See Cloudera Manager Deployment for detailed instructions.)

2. To see the list of the currently managed hosts, click the Currently Managed Hosts tab. This
tab does not appear if you have no currently managed hosts that are not part of a cluster.

3. To perform the installation, click Continue. Instead of searching for hosts, this will attempt
to install onto any hosts managed by Cloudera Manager that are not already part of a cluster.
It will proceed with the installation wizard as for a new cluster installation.

4. Restart the Reports Manager role.

View a video about How to Add a Cluster to Cloudera Manager.

Deleting a Cluster

1. Stop the cluster.
2. On the Home > Status tab, click

-

to the right of the cluster name and select Delete.

Starting, Stopping, Refreshing, and Restarting a Cluster

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Complete the steps below to start, stop, refresh, and restart a cluster.

You can also view the following video, which shows you how to stop, start, and restart a cluster in Cloudera Manager:

Stopping, Starting, and Restarting a Cluster in Cloudera Manager

Starting a Cluster
1. On the Home > Status tab, click

-

to the right of the cluster name and select Start.

2. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of starting
services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.


https://youtu.be/ZH_aPAHWRmI
https://youtu.be/NrdnkzAaSiQ
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Service separately if it is not already running.

Note: The cluster-level Start action starts only CDH and other product services (Impala, Cloudera
Search). It does not start the Cloudera Management Service. You must start the Cloudera Management

Stop
1.

ping a Cluster
On the Home > Status tab, click

-

to the right of the cluster name and select Stop.

2. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details

window.

E,i Note: The cluster-level Stop action does not stop the Cloudera Management Service. You must stop
the Cloudera Management Service separately.

Refreshing a Cluster
Runs a cluster refresh action to bring the configuration up to date without restarting all services. For example, certain
masters (for example NameNode and ResourceManager) have some configuration files (for example,

fair-schedul er. xm ,mapred_hosts_al | ow. t xt,t opol ogy. map) that can be refreshed. If anything changes in
those files then a refresh can be used to update them in the master. Here is a summary of the operations performed
in a refresh action:

/ Refresh Cluster Cluster 1 Finished Mar 19, 2014 11:31:35 AM PDT

Successfully refreshed roles in the cluster.

Command Progress

Completed 4 of 4 steps.

v

v

v

v

Run 1 steps in parallel
successfully refreshed datanode allow/exclude lists.

Details &

Run 1 steps in parallel
Successfully refreshed ResocurceManager.

Details &

Run 3 steps in parallel
SuccessTully refreshed NodeManager.

Details &

Run 3 steps in parallel

Refreshed Impala Daemon's Pools configuration and ACLs successfully.

Details

To refresh a cluster, in the Home > Status tab, click

-

to the right of the cluster name and select Refresh Cluster.

Mar 19, 2014 11:32:09 AM PDT
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Restarting a Cluster
1. On the Home > Status tab, click

-

to the right of the cluster name and select Restart.
2. Click Restart that appears in the next screen to confirm. The Command Details window shows the progress of
stopping services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

Pausing a Cluster in AWS

If all data for a cluster is stored on EBS volumes, you can pause the cluster and stop your AWS EC2 instances during
periods when the cluster will not be used. The cluster will not be available while paused and can’t be used to ingest
or process data, but you won't be billed by Amazon for the stopped EC2 instances. Provisioned EBS storage volumes
will continue to accrue charges.

Important: Pausing a cluster requires using EBS volumes for all storage, both on management and
worker nodes. Data stored on ephemeral disks will be lost after EC2 instances are stopped.

Shutting Down and Starting Up the Cluster

In the shutdown and startup procedures below, some steps are performed in the AWS console and some are performed
in Cloudera Manager:

e For AWS actions, use one of the following interfaces:

— AWS console
- AWSCLI
— AWS API

e For cluster actions, use one of the following interfaces:

— The Cloudera Manager web Ul
— The Cloudera API start and stop commands

Shutdown procedure
To pause the cluster, take the following steps:

1. Navigate to the Cloudera Manager web Ul.
2. Stop the cluster.

a. On the Home > Status tab, click

-

to the right of the cluster name and select Stop.
b. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

3. Stop the Cloudera Management Service.

a. On the Home > Status tab, click

-

to the right of the service name and select Stop.
b. Click Stop in the next screen to confirm. When you see a Finished status, the service has stopped.



4. In AWS, stop all cluster EC2 instances, including the Cloudera Manager host .
Startup procedure
To restart the cluster after a pause, the steps are reversed:

1. In AWS, start all cluster EC2 instances.
2. Navigate to the Cloudera Manager Ul.
3. Start the Cloudera Management Service.

a. On the Home > Status tab, click

-

to the right of the service name and select Start.
b. Click Start that appears in the next screen to confirm. When you see a Finished status, the service has started.

4. Start the cluster.

a. On the Home > Status tab, click

-

to the right of the cluster name and select Start.

b. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of
starting services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

More information

For more information about stopping the Cloudera Management Service, see Stopping the Cloudera Management
Service in the Cloudera Enterprise documentation.

For more information about restarting the Cloudera Management Service, see Restarting the Cloudera Management
Service in the Cloudera Enterprise documentation.

For more information about starting and stopping a cluster in Cloudera Manager, see Starting, Stopping, Refreshing,
and Restarting a Cluster on page 38 in the Cloudera Enterprise documentation.

For more information about stopping and starting EC2 instances, see Stop and Start Your Instance in the AWS
documentation.

Considerations after Restart

Since the cluster was completely stopped before stopping the EC2 instances, the cluster should be healthy upon restart
and ready for use. You should be aware of the following about the restarted cluster:

e After starting the EC2 instances, Cloudera Manager and its agents will be running but the cluster will be stopped.
There will be gaps in Cloudera Manager’s time-based metrics and charts.

e EC2instances retain their internal IP address and hostname for their lifetime, so no reconfiguration of CDH is
required after restart. The public IP and DNS hostnames, however, will be different. Elastic IPs can be configured
to remain associated with a stopped instance at additional cost, but it isn’t necessary to maintain proper cluster
operation.

Renaming a Cluster
Minimum Required Role: Full Administrator

1. On the Home > Status tab, click

-

to the right of the cluster name and select Rename Cluster.
2. Type the new cluster name and click Rename Cluster.


https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ag_mgmt_service.html#xd_583c10bfdbd326ba-3ca24a24-13d80143249--7f1a__section_jt5_4bj_dn
https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ag_mgmt_service.html#xd_583c10bfdbd326ba-3ca24a24-13d80143249--7f1a__section_jt5_4bj_dn
https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ag_mgmt_service.html#xd_583c10bfdbd326ba-3ca24a24-13d80143249--7f1a__section_df1_4ft_4n
https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ag_mgmt_service.html#xd_583c10bfdbd326ba-3ca24a24-13d80143249--7f1a__section_df1_4ft_4n
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/Stop_Start.html

Cluster-Wide Configuration

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To make configuration changes that apply to an entire cluster, do one of the following to open the configuration page:

all clusters
1. Select Configuration and then select one of the following classes of properties:

e Advanced Configuration Snippets

¢ Databases

¢ Disk Space Thresholds

¢ Local Data Directories

¢ Local Data Files

e Log Directories

e Navigator Settings

¢ Non-default Values - properties whose value differs from the default value
¢ Non-uniform Values - properties whose values are not uniform across the cluster or clusters
e Port Configurations

e Service Dependencies

You can also select Configuration Issues to view a list of configuration issues for all clusters.
specific cluster

1. On the Home page, click a cluster name.
2. Select Configuration and then select one of the classes of properties listed above.

You can also apply the following filters to limit the displayed properties:

Enter a search term in the Search box to search for properties by name or description.

Expand the Status filter to select options that limit the displayed properties to those with errors or warnings,
properties that have been edited, properties with non-default values, or properties with overrides. Select All to
remove any filtering by Status.

Expand the Scope filter to display a list of service types. Expand a service type heading to filter on Service-Wide
configurations for a specific service instance or select one of the default role groups listed under each service
type. Select All to remove any filtering by Scope.

Expand the Category filter to filter using a sub-grouping of properties. Select All to remove any filtering by Category.

Moving a Host Between Clusters

Minimum Required Role: Full Administrator

Moving a host between clusters can be accomplished by:

1.
2.

Decommissioning the host (see Decommissioning Role Instances on page 59).

Removing all roles from the host (except for the Cloudera Manager management roles). See Deleting Role Instances
on page 60.

. Deleting the host from the cluster (see Deleting Hosts on page 81), specifically the section on removing a host

from a cluster but leaving it available to Cloudera Manager.

. Adding the host to the new cluster (see Adding a Host to the Cluster on page 67).
. Adding roles to the host (optionally using one of the host templates associated with the new cluster). See Adding

a Role Instance on page 58 and Host Templates on page 72.

Managing Services

Cloudera Manager service configuration features let you manage the deployment and configuration of CDH and
managed services. You can add new services and roles if needed, gracefully start, stop and restart services or roles,
and decommission and delete roles or services if necessary. Further, you can modify the configuration properties for



services or for individual role instances. If you have a Cloudera Enterprise license, you can view past configuration
changes and roll back to a previous revision. You can also generate client configuration files, enabling you to easily
distribute them to the users of a service.

The topics in this chapter describe how to configure and use the services on your cluster. Some services have unique
configuration requirements or provide unique features: those are covered in Managing Individual Services on page
103.

E,i Note:

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout
is the default; however, on each configuration page you can easily switch between layouts using the
Switch to XXX layout link at the top right of the page. For more information, see Configuration Overview
on page 10.

Adding a Service
Minimum Required Role: Full Administrator

After initial installation, you can use the Add a Service wizard to add and configure new service instances. For example,
you may want to add a service such as Oozie that you did not select in the wizard during the initial installation.

The binaries for the following services are not packaged in CDH and must be installed individually before being adding
the service:

Service Installation Documentation
Accumulo Apache Accumulo Documentation
Kafka Installing Kafka

Key Trustee KMS Installing Key Trustee KMS

If you do not add the binaries before adding the service, the service will fail to start.
To add a service:

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select a service and click Continue. If you are missing required binaries, a pop-up displays asking if you want to
continue with adding the service.

3. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com



https://docs.cloudera.com/documentation/other/accumulo/latest.html
http://www.cloudera.com/documentation/kafka/latest/topics/kafka_installing.html

Range Definition Matching Hosts

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

5. Review and modify configuration settings, such as data directory paths and heap sizes and click Continue. The
service is started.

6. Click Continue then click Finish. You are returned to the Home page.

7. Verify the new service is started properly by checking the health status for the new service. If the Health Status
is Good, then the service started properly.

Comparing Configurations for a Service Between Clusters
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To compare the configuration settings for a particular service between two different clusters in a Cloudera Manager
deployment, perform the following steps:

1. On the Home > Status tab, click the name of the service you want to compare, or click the Clusters menu and
select the name of the service.

2. Click the Configuration tab.
3. Click the drop-down menu above the Filters pane, and select from one of the options that begins Diff with...:

e service on cluster - For example, HBASE-1 on Cluster 1. This is the default display setting. All properties are
displayed for the selected instance of the service.

e service on all clusters - For example, HBase on all clusters. All properties are displayed for all instances of the
service.

o Diff with service on cluster - For example, Diff with HBase on Cluster 2. Properties are displayed only if the
values for the instance of the service whose page you are on differ from the values for the instance selected
in the drop-down menu.

o Diff with service on all clusters - For example, Diff with HBase on all clusters. Properties are displayed if the
values for the instance of the service whose page you are on differ from the values for one or more other
instances in the Cloudera Manager deployment.

The service's properties will be displayed showing the values for each property for the selected clusters. The filters on
the left side can be used to limit the properties displayed.

You can also view property configuration values that differ between clusters across a deployment by selecting
Non-uniform Values on the Configuration tab of the Cloudera Manager Home > Status tab. For more information, see
Cluster-Wide Configuration on page 42

Add-on Services
Minimum Required Role: Full Administrator

Cloudera Manager supports adding new types of services (referred to as an add-on service) to Cloudera Manager,
allowing such services to leverage Cloudera Manager distribution, configuration, monitoring, resource management,
and life-cycle management features. An add-on service can be provided by Cloudera or an independent software
vendor (ISV). If you have multiple clusters managed by Cloudera Manager, an add-on service can be deployed on any
of the clusters.

E,i Note: If the add-on service is already installed and running on hosts that are not currently being
managed by Cloudera Manager, you must first add the hosts to a cluster that's under management.
See Adding a Host to the Cluster on page 67 for details.




Custom Service Descriptor Files

Integrating an add-on service requires a Custom Service Descriptor (CSD) file. A CSD file contains all the configuration
needed to describe and manage a new service. A CSD is provided in the form of a JAR file.

Depending on the service, the CSD and associated software may be provided by Cloudera or by an ISV. The integration
process assumes that the add-on service software (parcel or package) has been installed and is present on the cluster.
The recommended method is for the ISV to provide the software as a parcel, but the actual mechanism for installing
the software is up to the ISV. The instructions in Installing an Add-on Service on page 45 assume that you have obtained
the CSD file from the Cloudera repository or from an ISV. It also assumes you have obtained the service software,
ideally as a parcel, and have or will install it on your cluster either prior to installing the CSD or as part of the CSD
installation process.

Configuring the Location of Custom Service Descriptor Files

The default location for CSD filesis/ opt / ¢l ouder a/ csd. You can change the location in the Cloudera Manager Admin
Console as follows:

1. Select Administration > Settings.

. Click the Custom Service Descriptors category.

. Edit the Local Descriptor Repository Path property.
. Click Save Changes to commit the changes.

. Restart Cloudera Manager Server:

v b WN

syst end-based Operating Systems:
sudo systenttl restart cloudera-scmserver
i ni t -based Operating Systems:

sudo service cloudera-scmserver restart

Installing an Add-on Service

An ISV may provide its software in the form of a parcel, or they may have a different way of installing their software.
If their software is not available as a parcel, then you must install their software before adding the CSD file. Follow the
instructions from the ISV for installing the software. If the ISV has provided their software as a parcel, they may also
have included the location of their parcel repository in the CSD they have provided. In that case, install the CSD first
and then install the parcel.

Installing the Custom Service Descriptor File

1. Acquire the CSD file from Cloudera or an ISV.
2. Log on to the Cloudera Manager Server host, and place the CSD file under the location configured for CSD files.
3. Set the file ownership to cl ouder a- scm cl ouder a- scmwith permission 644.

4. Restart the Cloudera Manager Server:

service cloudera-scmserver restart

5. Log into the Cloudera Manager Admin Console and restart the Cloudera Management Service.
a. Do one of the following:

e 1. Select Clusters > Cloudera Management Service.
2. Select Actions > Restart.

e On the Home > Status tab, click

-

to the right of Cloudera Management Service and select Restart.



b. Click Restart to confirm. The Command Details window shows the progress of stopping and then starting
the roles.

¢. When Command completed with n/n successful subcommands appears, the task is complete. Click Close.

Installing the Parcel

E,’ Note: Itis not required that the Cloudera Manager server host be part of a managed cluster and have

an agent installed. Although you initially copy the CSD file to the Cloudera Manager server, the Parcel
for the add-on service will not be installed on the Cloudera Manager Server host unless the host is
managed by Cloudera Manager.

If you have already installed the external software onto your cluster, you can skip these steps and proceed to Adding
an Add-on Service on page 46.

Y
. L . - . . . .
Click in the main navigation bar. If the vendor has included the location of the repository in the CSD, the

parcel should already be present and ready for downloading. If the parcel is available, skip to step 7.
2. Use one of the following methods to open the parcel settings page:

¢ Navigation bar

Y
. | I N . .
Click in the top navigation bar or click Hosts and click the Parcels tab.
2. Click the Configuration button.

¢ Menu

1. Select Administration > Settings.
2. Select Category > Parcels .

3. In the Remote Parcel Repository URLs list, click the addition symbol to open an additional row.
4. Enter the path to the repository.
5. Click Save Changes to commit the changes.

Y
i | ] ) .
Click . The external parcel should appear in the set of parcels available for download.

7. Download, distribute, and activate the parcel. See Managing Parcels.
Adding an Add-on Service

Add the service following the procedure in Adding a Service on page 43.
Uninstalling an Add-on Service

1. Stop all instances of the service.

2. Delete the service from all clusters. If there are other services that depend on the service you are trying to delete,
you must delete those services first.

3. Log on to the Cloudera Manager Server host and remove the CSD file.
4. Restart the Cloudera Manager Server:

servi ce cloudera-scmserver restart

5. After the server has restarted, log into the Cloudera Manager Admin Console and restart the Cloudera Management
Service.

6. Optionally remove the parcel.



Starting, Stopping, and Restarting Services
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Starting and Stopping Services

It'simportant to start and stop services that have dependencies in the correct order. For example, because MapReduce
and YARN have a dependency on HDFS, you must start HDFS before starting MapReduce or YARN. The Cloudera
Management Service and Hue are the only two services on which no other services depend; although you can start
and stop them at anytime, their preferred order is shown in the following procedures.

The Cloudera Manager cluster actions start and stop services in the correct order. To start or stop all services in a
cluster, follow the instructions in Starting, Stopping, Refreshing, and Restarting a Cluster on page 38.

Starting a Service on All Hosts

1. On the Home > Status tab, click

-

to the right of the service name and select Start.
2. Click Start that appears in the next screen to confirm. When you see a Finished status, the service has started.

The order in which to start services is:

1. Cloudera Management Service
. ZooKeeper

. HDFS

. Solr

. Flume

. HBase

. Key-Value Store Indexer
. MapReduce or YARN

9. Hive

10 Impala

1. Oozie

12 Sqoop

B Hue

00 NGO UV AWN

E’; Note: If you are unable to start the HDFS service, it's possible that one of the roles instances, such

as a DataNode, was running on a host that is no longer connected to the Cloudera Manager Server
host, perhaps because of a hardware or network failure. If this is the case, the Cloudera Manager
Server will be unable to connect to the Cloudera Manager Agent on that disconnected host to start
the role instance, which will prevent the HDFS service from starting. To work around this, you can
stop all services, abort the pending command to start the role instance on the disconnected host, and
then restart all services again without that role instance. For information about aborting a pending
command, see Aborting a Pending Command on page 51.

Stopping a Service on All Hosts

1. On the Home > Status tab, click

-

to the right of the service name and select Stop.
2. Click Stop in the next screen to confirm. When you see a Finished status, the service has stopped.

The order in which to stop services is:

1. Hue



. Sqoop

Oozie

Impala

Hive

MapReduce or YARN

. Key-Value Store Indexer
. HBase

9. Flume

10 Solr

1. HDFS

12 ZooKeeper

B Cloudera Management Service

®NO UV AWN

Restarting a Service

It is sometimes necessary to restart a service, which is essentially a combination of stopping a service and then starting
it again. For example, if you change the hostname or port where the Cloudera Manager is running, or you enable TLS
security, you must restart the Cloudera Management Service to update the URL to the Server.

1. On the Home > Status tab, click

-

to the right of the service name and select Restart.
2. Click Start on the next screen to confirm. When you see a Finished status, the service has restarted.

To restart all services, use the restart cluster action.
Rolling Restart

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

Important: This feature requires a Cloudera Enterprise license. It is not available in Cloudera Express.
See Managing Licenses on page 489 for more information.

Rolling restart allows you to conditionally restart the role instances of the following services to update software or use
a new configuration:

e Flume

e HBase

e HDFS

e Kafka

e Key Trustee KMS

e Key Trustee Server
¢ MapReduce

e QOozie

e YARN

e ZooKeeper

If the service is not running, rolling restart is not available for that service. You can specify a rolling restart of each
service individually.

If you have HDEFS high availability enabled, you can also perform a cluster-level rolling restart. At the cluster level, the
rolling restart of worker hosts is performed on a host-by-host basis, rather than per service, to avoid all roles for a
service potentially being unavailable at the same time. During a cluster restart, to avoid having your NameNode (and
thus the cluster) be unavailable during the restart, Cloudera Manager forces a failover to the standby NameNode.




MapReduce (MRv1) JobTracker High Availability on page 313 and YARN (MRv2) ResourceManager High Availability on
page 303 is not required for a cluster-level rolling restart. However, if you have JobTracker or ResourceManager high
availability enabled, Cloudera Manager will force a failover to the standby JobTracker or ResourceManager.

Performing a Service or Role Rolling Restart

You can initiate a rolling restart from either the Status page for one of the eligible services, or from the service's
Instances page, where you can select individual roles to be restarted.

1. Go to the service you want to restart.
2. Do one of the following:

¢ service - Select Actions > Rolling Restart.
¢ role -

1. Click the Instances tab.
2. Select the roles to restart.
3. Select Actions for Selected > Rolling Restart.

3. In the pop-up dialog box, select the options you want:

e Restart only roles whose configurations are stale
e Restart only roles that are running outdated software versions
e Which role types to restart

4. If you select an HDFS, HBase, MapReduce, or YARN service, you can have their worker roles restarted in batches.
You can configure:

¢ How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary
performance degradation. If you are using a single rack only, you should only restart one worker node at a
time to ensure data availability during upgrade.

¢ How long should Cloudera Manager wait before starting the next batch.

e The number of batch failures that will cause the entire rolling restart to fail (this is an advanced feature). For
example if you have a very large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.



E,i Note:

¢ HDFS - If you do not have HDFS high availability configured, a warning appears reminding
you that the service will become unavailable during the restart while the NameNode is
restarted. Services that depend on that HDFS service will also be disrupted. Cloudera
recommends that you restart the DataNodes one at a time—one host per batch, which is
the default.

e HBase

— Administration operations such as any of the following should not be performed during
the rolling restart, to avoid leaving the cluster in an inconsistent state:

— Split
— Create, disable, enable, or drop table
— Metadata changes

— Create, clone, or restore a snapshot. Snapshots rely on the RegionServers being
up; otherwise the snapshot will fail.

— Toincrease the speed of a rolling restart of the HBase service, set the Region Mover
Threads property to a higher value. This increases the number of regions that can be
moved in parallel, but places additional strain on the HMaster. In most cases, Region
Mover Threads should be set to 5 or lower.

— Another option to increase the speed of a rolling restart of the HBase service is to set
the Skip Region Reload During Rolling Restart property to t r ue. This setting can cause
regions to be moved around multiple times, which can degrade HBase client performance.

¢ MapReduce - If you restart the JobTracker, all current jobs will fail.

* YARN - If you restart ResourceManager and ResourceManager HA is enabled, current jobs
continue running: they do not restart or fail. ResourceManager HA is supported for CDH 5.2
and higher.

* ZooKeeper and Flume - For both ZooKeeper and Flume, the option to restart roles in batches
is not available. They are always restarted one by one.

5. Click Confirm to start the rolling restart.

Performing a Cluster-Level Rolling Restart

You can perform a cluster-level rolling restart on demand from the Cloudera Manager Admin Console. A cluster-level
rolling restart is also performed as the last step in a rolling upgrade when the cluster is configured with HDFS high
availability enabled.

1. If you have not already done so, enable high availability. See HDFS High Availability on page 280 for instructions.
You do not need to enable automatic failover for rolling restart to work, though you can enable it if you want.
Automatic failover does not affect the rolling restart operation.

2. For the cluster you want to restart select Actions > Rolling Restart.

3. Inthe pop-up dialog box, select the services you want to restart. Please review the caveats in the preceding section
for the services you elect to have restarted. The services that do not support rolling restart will simply be restarted,
and will be unavailable during their restart.

4. If you select an HDFS, HBase, or MapReduce service, you can have their worker roles restarted in batches. You
can configure:

e How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary



performance degradation. If you are using a single rack only, you should only restart one worker node at a
time to ensure data availability during upgrade.

¢ How long should Cloudera Manager wait before starting the next batch.

e The number of batch failures that will cause the entire rolling restart to fail (this is an advanced feature). For
example if you have a very large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.

5. Click Restart to start the rolling restart. While the restart is in progress, the Command Details page shows the
steps for stopping and restarting the services.

Aborting a Pending Command
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Commands will time out if they are unable to complete after a period of time.

If necessary, you can abort a pending command. For example, this may become necessary because of a hardware or
network failure where a host running a role instance becomes disconnected from the Cloudera Manager Server host.
In this case, the Cloudera Manager Server will be unable to connect to the Cloudera Manager Agent on that disconnected
host to start or stop the role instance which will prevent the corresponding service from starting or stopping. To work
around this, you can abort the command to start or stop the role instance on the disconnected host, and then you can
start or stop the service again.

To abort any pending command:

You can click the indicator ( ) ) with the blue badge, which shows the number of commands that are currently
running in your cluster (if any). This indicator is positioned just to the left of the Support link at the right hand side of
the navigation bar. Unlike the Commands tab for a role or service, this indicator includes all commands running for all
services or roles in the cluster. In the Running Commands window, click Abort to abort the pending command. For
more information, see Viewing Running and Recent Commands.

To abort a pending command for a service or role:

1. Go to the Service > Instances tab for the service where the role instance you want to stop is located. For example,
go to the HDFS Service > Instances tab if you want to abort a pending command for a DataNode.

2. In the list of instances, click the link for role instance where the command is running (for example, the instance
that is located on the disconnected host).

3. Go to the Commands tab.
4. Find the command in the list of Running Commands and click Abort Command to abort the running command.

Deleting Services

Minimum Required Role: Full Administrator

1. Stop the service. For information on starting and stopping services, see Starting, Stopping, and Restarting Services
on page 47.
2. On the Home > Status tab, click

-

to the right of the service name and select Delete.

3. Click Delete to confirm the deletion. Deleting a service does not clean up the associated client configurations that
have been deployed in the cluster or the user data stored in the cluster. For a given "alternatives path" (for example
/ et c/ hadoop/ conf ) if there exist both "live" client configurations (ones that would be pushed out with deploy
client configurations for active services) and ones that have been "orphaned" client configurations (the service
they correspond to has been deleted), the orphaned ones will be removed from the alternatives database. In
other words, to trigger cleanup of client configurations associated with a deleted service you must create a service
to replace it. To remove user data, see Remove User Data.




Renaming a Service
Minimum Required Role: Full Administrator

Aservice is given a name upon installation, and that name is used as an identifier internally. However, Cloudera Manager
allows you to provide a display name for a service, and that name will appear in the Cloudera Manager Admin Console
instead of the original (internal) name.

1. On the Home > Status tab, click

-

to the right of the service name and select Rename.
2. Type the new name.
3. Click Rename.

The original service name will still be used internally, and may appear or be required in certain circumstances, such as
in log messages or in the API.

The rename action is recorded as an Audit event.

When looking at Audit or Event search results for the renamed service, it is possible that these search results might
contain either only the original (internal) name, or both the display name and the original name.

Configuring Maximum File Descriptors
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

You can set the maximum file descriptor parameter for all daemon roles. When not specified, the role uses whatever
value it inherits from supervisor. When specified, configures soft and hard limits to the configured value.

1. Go to a service.

. Click the Configuration tab.

. In the Search box, type rlimit_fds.

. Set the Maximum Process File Descriptors property for one or more roles.
. Click Save Changes to commit the changes.

. Restart the affected role instances.
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Exposing Hadoop Metrics to Graphite
Core Hadoop services and HBase support the writing of their metrics to Graphite, a real-time graphing system.

HDFS, YARN, and HBase support the Metrics2 framework; MapReducel and HBase support the Metrics framework.
See the Cloudera blog post, What is Hadoop Metrics2?

Configure Hadoop Metrics for Graphite Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the Home page by clicking the Cloudera Manager logo.

2. Click Configuration > Advanced Configuration Snippets.

3. Search on the term Metrics.

4. To configure HDFS, YARN, or HBase, use Hadoop Metrics2 Advanced Configuration Snippet (Safety Valve). For
MapReducel (or HBase), use Hadoop Metrics Advanced Configuration Snippet (Safety Valve).

. Click Edit Individual Values to see the supported daemons and their default groups.

6. Configure each default group with a metrics class, sampling period, and Graphite server. See the tables below.

7. To add optional parameters for socket connection retry, modify this example as necessary:

(9}

*. sink.graphite.retry_socket i nterval =60000 #i n nmilliseconds
*.sink. graphite.socket_connection_retries=10 #Set it to O if you do not want it to be
retried

8. Click Save Changes.


http://graphite.readthedocs.org/en/latest/
http://blog.cloudera.com/blog/2012/10/what-is-hadoop-metrics2/

9. Restart the cluster or service depending on the scope of your changes.

Graphite Configuration Settings Per Daemon

Table 1: Hadoop Metrics2 Graphite Configuration

Service Daemon Default Group Graphite Configuration Settings

HBase Master and RegionServer * kol (DB 'é?k:

. period=10
rtmesrkgahtessr\ﬂ et =t rere> |
hesesirk gghite saver_port=qat> |
Heesrkgghtemdrics paixepdix |

|
|
HDFS DataNode “Shgglitotemagpirtate SAGHISK
peri od=10
dstamesmg@tesaw hot=teetree> |
tamke sk ggtite save_pot=qot> |
dtaubdrkgghterdrics pdixapdixe |

|
NameNode *mwedwmm@tﬂk ;
peri od=10
ranuiasmgaj‘ltesaw hot=teet rere> |
renaok S rk ggtite save pot=qort> |
ragubsrkgghterdrics pdixapdixe |

|
|
SecondaryNameNode *Srkgm't : - .le
peri od=10
ﬂumyaﬂmbsn(gahtewha:tmm
souyaaukdkgahitesne mt=mt> |
sothyaeekskgaditeran spdiepdix |

YARN NodeManager *'I ) ; . 'é?k

. period=10
ruhmm srkgglitesna t hﬂzmim
robeeg. Srkgglitesea pot=pot> |
rabraay. S rkggiiterdri s pdixapdixe |

ResourceManager *W@mt%@mm@k
. period=10

remc&nq:g drkgaiitesne hat=totrae |
resarcraEg. Sk galitesne mt=mt> |
resucaay. Srkggiterdr s pdixapdixe |

|
|
JobHistory Server *mewmm@tﬂk [
peri od=10
jdhstoymﬂr srkgaiitesne het=retrae |
jdlidaysne. drkgaitesava t=mt> |
|dhigaysre. Srkgaditerdri s pixpdix> |

E,’ Note: To use metrics, set values for each context. For example, for MapReducel, add values for both
the JobTracker Default Group and the TaskTracker Default Group.



Table 2: Hadoop Metrics Graphite Configuration

Service Daemon Default Group Graphite Configuration Settings

HBase Master e asagatetatpre combitc ittt !

RegionServer hbase. peri od=10 :

hbase. server s=<graphite
host nane>: <port >

j\ntasegqatelmpe cgaiteGlitddiet |
j vm peri od=10 .

jvm servers=<graphite .
host nane>: <port >

nedasaggatelsiperi cyaliteGitddiet |
rpc. period=10

rpc. servers=<graphite .
host nane>: <port > '

MapReducel JobTracker d&s ; icsoppite Giteiet
df s. peri od=10

df s. servers=<graphite .
host nanme>: <port > ;

et ptsatp CteRia. |
mapr ed. peri od=10

mapr ed. server s=<graphite |
host nane>: <port > '

J\niasaygatempre CatiteGpitadiot
j vm peri od=10 '

jvm servers=<graphite
host nane>: <port > .

nedaseggatelmpreri caglite@pitediet
rpc. peri od=10 '

rpc. servers=<graphite
host nanme>: <port >

TaskTracker

Exposing Hadoop Metrics to Ganglia

Core Hadoop services and HBase support the writing of their metrics to Ganglia, a data representation and visualization
tool.

HDFS, YARN, and HBase support the Metrics2 framework; MapReducel and HBase support the Metrics framework.
See the Cloudera blog post, What is Hadoop Metrics2?

Configure Hadoop Metrics for Ganglia Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the Home page by clicking the Cloudera Manager logo.
2. Click Configuration > Advanced Configuration Snippets.

3. Search on the term Metrics.
4

. To configure HDFS, YARN, or HBase, use Hadoop Metrics2 Advanced Configuration Snippet (Safety Valve). For
MapReducel (or HBase), use Hadoop Metrics Advanced Configuration Snippet (Safety Valve).

. Click Edit Individual Values to see the supported daemons and their default groups.
6. Configure each default group with a metrics class, sampling period, and Ganglia server. See the tables below.

(92}


https://github.com/ganglia/monitor-core/wiki/Ganglia-Documents
http://blog.cloudera.com/blog/2012/10/what-is-hadoop-metrics2/

7. To add optional parameters for socket connection retry, modify this example as necessary:

*.sink.ganglia.retry_socket _i nterval =60000 #in nilliseconds
*.sink.ganglia.socket_connection_retries=10 #Set it to O if you do not want it to be
retried

8. To define a filter, which is recommended for preventing YARN metrics from overwhelming the Ganglia server, do
so on the sink side. For example:

*.source.filter.class=org. apache. hadoop. netrics2.filter.d obFilter
*.record.filter.class=${*.source.filter.class}
*nmetric.filter.class=${*.source.filter.class}

nodenanager . si nk. ganglia.record.filter.exclude=Contai ner Resour ce*

9. Click Save Changes.
10 Restart the Cluster or Service depending on the scope of your changes.



Ganglia Configuration Settings Per Daemon

Table 3: Hadoop Metrics2 Ganglia Configuration

Service Daemon Default Group Ganglia Configuration Settings

HBase Master and RegionServer . i3 .mm:

x, peri od=10
Heee 9 rk gy | a sve s=hoet remes <ot >

HDFS DataNode *dhiat ikl A B |

* period=10
dtaubdrk grgi asesstotraesqot>

NameNode *hetja s ihglaaSE. |

* period=10
ragubsrkgrdiasessaras:qot>

SecondaryNameNode v ——————

*. period=10
sERhyaebs kgl as\estatrae-mt>

YARN NodeManager *hgjad ———————

* . period=10
robaay. Srk@diasestotraeqot>

ResourceManager — ————l

* period=10
resorcraEgy. STk iy as\as<twtrae:ot>

JobHistory Server S —————

* period=10
jdhigoysa. Sk gt as\ars=tot raesmt>

E,’ Note: To use metrics, set values for each context. For example, for MapReducel, add values for both
the JobTracker Default Group and the TaskTracker Default Group.

Table 4: Hadoop Metrics Ganglia Configuration

Service Daemon Default Group Ganglia Configuration Settings

HBase Master h isguiaauDea

hbase. peri 0od=10
hbase. ser ver s=<host nane>: <port >

RegionServer

J\ndasagaatet s s aG) dbietd
j vm peri od=10 .
Jj vmser ver s=<host nane>; <port> |




Service Daemon Default Group Ganglia Configuration Settings

dasengate g aGittd

rpc. peri od=10
r pc. ser ver s=<host nane>: <port >

MapReducel JobTracker dsdasagaateraipreri g aGu it

df s. peri od=10
df s. server s=<host nane>: <port >

TaskTracker

reld asagqatel s s aGdi aiet
mapr ed. peri od=10

napr ed. ser ver s=<host nene> <port >
j\niasaggatet e  cguia@diddiet
j vm peri od=10

J vm ser ver s=<host nane>: <port >
nedasegqatetampre i cauia@diddiet

rpc. peri od=10
r pc. ser ver s=<host nane>: <por t >

Managing Roles

When Cloudera Manager configures a service, it configures hosts in your cluster with one or more functions (called
roles in Cloudera Manager) that are required for that service. The role determines which Hadoop daemons run on a
given host. For example, when Cloudera Manager configures an HDFS service instance it configures one host to run
the NameNode role, another host to run as the Secondary NameNode role, another host to run the Balancer role, and
some or all of the remaining hosts to run DataNode roles.

Configuration settings are organized in role groups. A role group includes a set of configuration properties for a specific
group, as well as a list of role instances associated with that role group. Cloudera Manager automatically creates default
role groups.

For role types that allow multiple instances on multiple hosts, such as DataNodes, TaskTrackers, RegionServers (and
many others), you can create multiple role groups to allow one set of role instances to use different configuration
settings than another set of instances of the same role type. In fact, upon initial cluster setup, if you are installing on
identical hosts with limited memory, Cloudera Manager will (typically) automatically create two role groups for each
worker role — one group for the role instances on hosts with only other worker roles, and a separate group for the
instance running on the host that is also hosting master roles.

The HDFS service is an example of this: Cloudera Manager typically creates one role group (DataNode Default Group)
for the DataNode role instances running on the worker hosts, and another group (HDFS-1-DATANODE-1) for the
DataNode instance running on the host that is also running the master roles such as the NameNode, JobTracker, HBase
Master and so on. Typically the configurations for those two classes of hosts will differ in terms of settings such as
memory for JVMs.

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout is the default;
however, on each configuration page you can easily switch between layouts using the Switch to XXX layout link at the
top right of the page. For more information, see Configuration Overview on page 10.




Gateway Roles

A gateway is a special type of role whose sole purpose is to designate a host that should receive a client configuration
for a specific service, when the host does not have any roles running on it. Gateway roles enable Cloudera Manager
to install and manage client configurations on that host. There is no process associated with a gateway role, and its
status will always be Stopped. You can configure gateway roles for HBase, HDFS, Hive, Kafka, MapReduce, Solr, Spark,
Sqoop 1 Client, and YARN.

Role Instances

Adding a Role Instance
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

After creating services, you can add role instances to the services. For example, after initial installation in which you
created the HDFS service, you can add a DataNode role instance to a host where one was not previously running. Upon
upgrading a cluster to a new version of CDH you might want to create a role instance for a role added in the new
version.

1. Go to the service for which you want to add a role instance. For example, to add a DataNode role instance, go to
the HDFS service.

2. Click the Instances tab.

. Click the Add Role Instances button.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances.

w

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

5. Click Continue.

6. In the Review Changes page, review the configuration changes to be applied. Confirm the settings entered for file
system paths. The file paths required vary based on the services to be installed. For example, you might confirm
the NameNode Data Directory and the DataNode Data Directory for HDFS. Click Continue. The wizard finishes by
performing any actions necessary to prepare the cluster for the new role instances. For example, new DataNodes
are added to the NameNode df s_host s_al | ow. t xt file. The new role instance is configured with the default
role group for its role type, even if there are multiple role groups for the role type. If you want to use a different
role group, follow the instructions in Managing Role Groups on page 61 for moving role instances to a different
role group. The new role instances are not started automatically.

Starting, Stopping, and Restarting Role Instances

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)



If the host for the role instance is currently decommissioned, you will not be able to start the role until the host has
been recommissioned.

o Important: Use Cloudera Manager to stop the Node Manager service. If it is stopped manually, it can
cause jobs to fail.

. Go to the service that contains the role instances to start, stop, or restart.
. Click the Instances tab.
. Check the checkboxes next to the role instances to start, stop, or restart (such as a DataNode instance).

. Select Actions for Selected > Start, Stop, or Restart, and then click Start, Stop, or Restart again to start the process.
When you see a Finished status, the process has finished.
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Also see Rolling Restart on page 48.

Decommissioning Role Instances
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

You can remove a role instance such as a DataNode from a cluster while the cluster is running by decommissioning
the role instance. When you decommission a role instance, Cloudera Manager performs a procedure so that you can
safely retire a host without losing data. Role decommissioning applies to HDFS DataNode, MapReduce TaskTracker,
YARN NodeManager, and HBase RegionServer roles.

Hosts with DataNodes and DataNode roles themselves can only be decommissioned if the resulting action leaves
enough DataNodes commissioned to maintain the configured HDFS replication factor (by default 3). If you attempt to
decommission a DataNode or a host with a DataNode in such situations, the decommission process will not complete
and must be aborted.

A role will be decommissioned if its host is decommissioned. See Tuning and Troubleshooting Host Decommissioning
on page 76 for more details.

To remove a DataNode from the cluster, you decommission the DataNode role as described here and then perform a
few additional steps to remove the role. See Removing a DataNode on page 110.

To decommission role instances:

1. If you are decommissioning DataNodes, perform the steps in Tuning HDFS Prior to Decommissioning DataNodes
on page 76.

2. Click the service instance that contains the role instance you want to decommission.

3. Click the Instances tab.

4. Check the checkboxes next to the role instances to decommission.

5. Select Actions for Selected > Decommission, and then click Decommission again to start the process. A
Decommission Command pop-up displays that shows each step or decommission command as it is run. In the
Details area, click > to see the subcommands that are run. Depending on the role, the steps may include adding
the host to an "exclusions list" and refreshing the NameNode, JobTracker, or NodeManager; stopping the Balancer
(if it is running); and moving data blocks or regions. Roles that do not have specific decommission actions are
stopped.

You can abort the decommission process by clicking the Abort button, but you must recommission and restart
the role.

The Commission State facet in the Filters list displays s Decommissioning while decommissioning is in progress,

and s Decommissioned when the decommissioning process has finished. When the process is complete, a + is
added in front of Decommission Command.

Recommissioning Role Instances

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)



. Click the service that contains the role instance you want to recommission.
. Click the Instances tab.
. Check the checkboxes next to the decommissioned role instances to recommission.

. Select Actions for Selected > Recommission, and then click Recommission to start the process. A Recommission
Command pop-up displays that shows each step or recommission command as it is run. When the process is
complete, a v is added in front of Recommission Command.
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5. Restart the role instance.

Deleting Role Instances
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Click the service instance that contains the role instance you want to delete. For example, if you want to delete
a DataNode role instance, click an HDFS service instance.

. Click the Instances tab.

. Check the checkboxes next to the role instances you want to delete.

. If the role instance is running, select Actions for Selected > Stop and click Stop to confirm the action.
. Select Actions for Selected > Delete. Click Delete to confirm the deletion.

i b WN

E,’ Note: Deleting a role instance does not clean up the associated client configurations that have been
deployed in the cluster.

Configuring Roles to Use a Custom Garbage Collection Parameter

Every Java-based role in Cloudera Manager has a configuration setting called Java Configuration Options for role where
you can enter command line options. Commonly, garbage collection flags or extra debugging flags would be passed
here. To find the appropriate configuration setting, select the service you want to modify in the Cloudera Manager
Admin Console, then use the Search box to search for Java Configuration Options.

You can add configuration options for all instances of a given role by making this configuration change at the service
level. For example, to modify the setting for all DataNodes, select the HDFS service, then modify the Java Configuration
Options for DataNode setting.

To modify a configuration option for a given instance of a role, select the service, then select the particular role instance
(for example, a specific DataNode). The configuration settings you modify will apply to the selected role instance only.

For detailed instructions see Modifying Configuration Properties Using Cloudera Manager on page 13.

Role Groups
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

A role group is a set of configuration properties for a role type, as well as a list of role instances associated with that
group. Cloudera Manager automatically creates a default role group named Role Type Default Group for each role
type.Each role instance can be associated with only a single role group.

Role groups provide two types of properties: those that affect the configuration of the service itself and those that
affect monitoring of the service, if applicable (the Monitoring subcategory). (Not all services have monitoring properties).
For more information about monitoring properties see Configuring Monitoring Settings.

When you run the installation or upgrade wizard, Cloudera Manager configures the default role groups it adds, and
adds any other required role groups for a given role type. For example, a DataNode role on the same host as the
NameNode might require a different configuration than DataNode roles running on other hosts. Cloudera Manager
creates a separate role group for the DataNode role running on the NameNode host and uses the default configuration
for DataNode roles running on other hosts.

You can modify the settings of the default role group, or you can create new role groups and associate role instances
to whichever role group is most appropriate. This simplifies the management of role configurations when one group
of role instances may require different settings than another group of instances of the same role type—for example,



due to differences in the hardware the roles run on. You modify the configuration for any of the service's role groups
through the Configuration tab for the service. You can also override the settings inherited from a role group for a role
instance.

If there are multiple role groups for a role type, you can move role instances from one group to another. When you
move a role instance to a different group, it inherits the configuration settings for its new group.

Creating a Role Group

1.
. Click the Instances or Configuration tab.

. Click Role Groups.

. Click Create new group....

. Provide a name for the group.

. Select the role type for the group. You can select role types that allow multiple instances and that exist for the
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Go to a service status page.

service you have selected.

. In the Copy From field, select the source of the basic configuration information for the role group:

¢ An existing role group of the appropriate type.

¢ None.... The role group is set up with generic default values that are not the same as the values Cloudera
Manager sets in the default role group, as Cloudera Manager specifically sets the appropriate configuration
properties for the services and roles it installs. After you create the group you must edit the configuration to
set missing properties (for example the TaskTracker Local Data Directory List property, which is not populated
if you select None) and clear other validation warnings and errors.

Managing Role Groups

You can rename or delete existing role groups, and move roles of the same role type from one group to another.

1.
. Click the Instances or Configuration tab.
. Click Role Groups.
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Go to a service status page.

. Click the group you want to manage. Role instances assigned to the role group are listed.
. Perform the appropriate procedure for the action:

Action Procedure
Rename 1. Click the role group name, click

next to the name on the right and click Rename.
2. Specify the new name and click Rename.

Delete You cannot delete any of the default groups. The group must first be empty; if you
want to delete a group you've created, you must move any role instances to a
different role group.

1. Click the role group name.
2. Click

-

next to the role group name on the right, select Delete, and confirm by clicking
Delete. Deleting a role group removes it from host templates.

Move 1. Select the role instance(s) to move.
2. Select Actions for Selected > Move To Different Role Group....
3. In the pop-up that appears, select the target role group and click Move.




Managing Hosts
Cloudera Manager provides a number of features that let you configure and manage the hosts in your clusters.

The Hosts screen has the following tabs:

The Status Tab

Viewing All Hosts

To display summary information about all the hosts managed by Cloudera Manager, click Hosts in the main navigation
bar. The All Hosts page displays with a list of all the hosts managed by Cloudera Manager.

The list of hosts shows the overall status of the Cloudera Manager-managed hosts in your cluster.

¢ The information provided varies depending on which columns are selected. To change the columns, click the
Columns: n Selected drop-down and select the checkboxes next to the columns to display.

e Click » to the left of the number of roles to list all the role instances running on that host.

e Filter the hosts list by entering search terms (hostname, IP address, or role) in the search box separated by commas
or spaces. Use quotes for exact matches (for example, strings that contain spaces, such as a role name) and
brackets to search for ranges. Hosts that match any of the search terms are displayed. For example:

host nane[ 1- 3], hostnane8 host nane9, "host nane. exanpl e. cont
host nane. exanpl e. com “HDFS Dat aNode”

¢ You can also search for hosts by selecting a value from the facets in the Filters section at the left of the page.
 |f the Configuring Agent Heartbeat and Health Status Options on page 475 are configured as follows:

— Send Agent heartbeat every x
— Set health status to Concerning if the Agent heartbeats fail y
— Set health status to Bad if the Agent heartbeats fail z

The value v for a host's Last Heartbeat facet is computed as follows:

- v<x*y=Good
— v>=x *yand <= x *z=Concerning
— v>=x*z=Bad

Viewing the Hosts in a Cluster
Do one of the following:

o Select Clusters > Cluster name > Hosts.
* Inthe Home screen, click i= HOS1S in a full form cluster table.

The All Hosts page displays with a list of the hosts filtered by the cluster name.

Viewing Individual Hosts

You can view detailed information about an individual host—resources (CPU/memory/storage) used and available,
which processes it is running, details about the host agent, and much more—by clicking a host link on the All Hosts
page. See Viewing Host Details on page 63.

The Configuration Tab

The Configuration tab lets you set properties related to parcels and to resource management, and also monitoring
properties for the hosts under management. The configuration settings you make here will affect all your managed
hosts. You can also configure properties for individual hosts from the Host Details page (see Viewing Host Details on
page 63) which will override the global properties set here).

To edit the Default configuration properties for hosts:



1. Click the Configuration tab.

For more information on making configuration changes, see Modifying Configuration Properties Using Cloudera Manager
on page 13.

The Roles and Disks Overview Tabs

Role Assignments
You can view the assignment of roles to hosts as follows:

1. Click the Roles tab.
2. Click a cluster name or All Clusters.

Disks Overview

Click the Disks Overview tab to display an overview of the status of all disks in the deployment. The statistics exposed
match or build on those ini ost at, and are shown in a series of histograms that by default cover every physical disk
in the system.

Adjust the endpoints of the time line to see the statistics for different time periods. Specify a filter in the box to limit
the displayed data. For example, to see the disks for a single rack rackl, set the filter to: | ogi cal Partition =

fal se and rackld = "rackl" and click Filter. Click a histogram to drill down and identify outliers. Mouse over
the graph and click " to display additional information about the chart.

The Templates Tab

The Templates tab lets you create and manage host templates, which provide a way to specify a set of role configurations
that should be applied to a host. This greatly simplifies the process of adding new hosts, because it lets you specify the
configuration for multiple roles on a host in a single step, and then (optionally) start all those roles.

The Parcels Tab

In the Parcels tab you can download, distribute, and activate available parcels to your cluster. You can use parcels to
add new products to your cluster, or to upgrade products you already have installed.

Viewing Host Details
You can view detailed information about each host, including:

¢ Name, IP address, rack ID

¢ Health status of the host and last time the Cloudera Manager Agent sent a heartbeat to the Cloudera Manager
Server

e Number of cores

e System load averages for the past 1, 5, and 15 minutes

e Memory usage

¢ File system disks, their mount points, and usage

e Health test results for the host

e Charts showing a variety of metrics and health test results over time.

¢ Role instances running on the host and their health

e CPU, memory, and disk resources used for each role instance

To view detailed host information:

1. Click the Hosts tab.
2. Click the name of one of the hosts. The Status page is displayed for the host you selected.

3. Click tabs to access specific categories of information. Each tab provides various categories of information about
the host, its services, components, and configuration.

From the status page you can view details about several categories of information.



Status

The Status page is displayed when a host is initially selected and provides summary information about the status of
the selected host. Use this page to gain a general understanding of work being done by the system, the configuration,
and health status.

If this host has been decommissioned or is in maintenance mode, you will see the following icon(s) (%,G}) in the top
bar of the page next to the status message.

Details

This panel provides basic system configuration such as the host's IP address, rack, health status summary, and disk
and CPU resources. This information summarizes much of the detailed information provided in other panes on this
tab. To view details about the Host agent, click the Host Agent link in the Details section.

Health Tests

Cloudera Manager monitors a variety of metrics that are used to indicate whether a host is functioning as expected.
The Health Tests panel shows health test results in an expandable/collapsible list, typically with the specific metrics
that the test returned. (You can Expand All or Collapse All from the links at the upper right of the Health Tests panel).

¢ The color of the text (and the background color of the field) for a health test result indicates the status of the
results. The tests are sorted by their health status — Good, Concerning, Bad, or Disabled. The list of entries for
good and disabled health tests are collapsed by default; however, Bad or Concerning results are shown expanded.

¢ The text of a health test also acts as a link to further information about the test. Clicking the text will pop up a
window with further information, such as the meaning of the test and its possible results, suggestions for actions
you can take or how to make configuration changes related to the test. The help text for a health test also provides
a link to the relevant monitoring configuration section for the service. See Configuring Monitoring Settings for
more information.

Health History
The Health History provides a record of state transitions of the health tests for the host.

¢ Click the arrow symbol at the left to view the description of the health test state change.

e Click the View link to open a new page that shows the state of the host at the time of the transition. In this view
some of the status settings are greyed out, as they reflect a time in the past, not the current status.

File Systems

The File systems panel provides information about disks, their mount points and usage. Use this information to determine
if additional disk space is required.

Roles

Use the Roles panel to see the role instances running on the selected host, as well as each instance's status and health.
Hosts are configured with one or more role instances, each of which corresponds to a service. The role indicates which
daemon runs on the host. Some examples of roles include the NameNode, Secondary NameNode, Balancer, JobTrackers,
DataNodes, RegionServers and so on. Typically a host will run multiple roles in support of the various services running
in the cluster.

Clicking the role name takes you to the role instance's status page.

You can delete a role from the host from the Instances tab of the Service page for the parent service of the role. You
can add a role to a host in the same way. See Role Instances on page 58.

Charts

Charts are shown for each host instance in your cluster.



See Viewing Charts for Cluster, Service, Role, and Host Instances for detailed information on the charts that are
presented, and the ability to search and display metrics of your choice.

Processes

The Processes page provides information about each of the processes that are currently running on this host. Use this
page to access management web Uls, check process status, and access log information.

E,i Note: The Processes page may display exited startup processes. Such processes are cleaned up within
a day.

The Processes tab includes a variety of categories of information.

e Service - The name of the service. Clicking the service name takes you to the service status page. Using the triangle
to the right of the service name, you can directly access the tabs on the role page (such as the Instances, Commands,
Configuration, Audits, or Charts Library tabs).

¢ Instance - The role instance on this host that is associated with the service. Clicking the role name takes you to
the role instance's status page. Using the triangle to the right of the role name, you can directly access the tabs
on the role page (such as the Processes, Commands, Configuration, Audits, or Charts Library tabs) as well as the
status page for the parent service of the role.

¢ Name - The process name.

¢ Links - Links to management interfaces for this role instance on this system. These is not available in all cases.
e Status - The current status for the process. Statuses include stopped, starting, running, and paused.

¢ PID - The unique process identifier.

e Uptime - The length of time this process has been running.

¢ Full log file - A link to the full log (a file external to Cloudera Manager) for this host log entries for this host.

e Stderr - A link to the stderr log (a file external to Cloudera Manager) for this host.

e Stdout - A link to the stdout log (a file external to Cloudera Manager) for this host.

Resources

The Resources page provides information about the resources (CPU, memory, disk, and ports) used by every service
and role instance running on the selected host.

Each entry on this page lists:

e The service name

e The name of the particular instance of this service

e A brief description of the resource

e The amount of the resource being consumed or the settings for the resource

The resource information provided depends on the type of resource:

e CPU - An approximate percentage of the CPU resource consumed.

e Memory - The number of bytes consumed.

¢ Disk - The disk location where this service stores information.

e Ports - The port number being used by the service to establish network connections.

Commands

The Commands page shows you running or recent commands for the host you are viewing. See Viewing Running and
Recent Commands for more information.

Configuration
Minimum Required Role: Full Administrator

The Configuration page for a host lets you set properties for the selected host. You can set properties in the following
categories:



¢ Advanced - Advanced configuration properties. These include the Java Home Directory, which explicitly sets the
value of JAVA HOME for all processes. This overrides the auto-detection logic that is normally used.

¢ Monitoring - Monitoring properties for this host. The monitoring settings you make on this page will override the
global host monitoring settings you make on the Configuration tab of the Hosts page. You can configure monitoring
properties for:

health check thresholds

the amount of free space on the filesystem containing the Cloudera Manager Agent's log and process directories
a variety of conditions related to memory usage and other properties

alerts for health check events

For some monitoring properties, you can set thresholds as either a percentage or an absolute value (in bytes).

e Other - Other configuration properties.

¢ Parcels - Configuration properties related to parcels. Includes the Parcel Director property, the directory that
parcels will be installed into on this host. If the par cel _di r variable is set in the Agent's confi g. i ni file, it will
override this value.

¢ Resource Management - Enables resource management using control groups (cgroups).

For more information, see the description for each or property or see Modifying Configuration Properties Using Cloudera
Manager on page 13.

Components

The Components page lists every component installed on this host. This may include components that have been
installed but have not been added as a service (such as YARN, Flume, or Impala).

This includes the following information:

e Component - The name of the component.
e Version - The version of CDH from which each component came.
e Component Version - The detailed version number for each component.

Audits

The Audits page lets you filter for audit events related to this host. See Lifecycle and Security Auditing for more
information.

Charts Library

The Charts Library page for a host instance provides charts for all metrics kept for that host instance, organized by
category. Each category is collapsible/expandable. See Viewing Charts for Cluster, Service, Role, and Host Instances
for more information.

Using the Host Inspector
Minimum Required Role: Full Administrator

You can use the host inspector to gather information about hosts that Cloudera Manager is currently managing. You
can review this information to better understand system status and troubleshoot any existing issues. For example, you
might use this information to investigate potential DNS misconfiguration.

The inspector runs tests to gather information for functional areas including:

¢ Networking

e System time

e User and group configuration
e HDFS settings

e Component versions

Common cases in which this information is useful include:

¢ Installing components



e Upgrading components
e Adding hosts to a cluster
e Removing hosts from a cluster

Running the Host Inspector

1. Click the Hosts tab and select All Hosts.
2. Click the Inspect All Hosts button. Cloudera Manager begins several tasks to inspect the managed hosts.
3. After the inspection completes, click Download Result Data or Show Inspector Results to review the results.

The results of the inspection displays a list of all the validations and their results, and a summary of all the components
installed on your managed hosts.

If the validation process finds problems, the Validations section will indicate the problem. In some cases the message
may indicate actions you can take to resolve the problem. If an issue exists on multiple hosts, you may be able to view
the list of occurrences by clicking a small triangle that appears at the end of the message.

The Version Summary section shows all the components that are available from Cloudera, their versions (if known)
and the CDH distribution to which they belong.

Viewing Past Host Inspector Results

You can view the results of a past host inspection by looking for the Host Inspector command using the Recent
Commands feature.

1.

Click the Running Commands indicator ( = ) just to the left of the Search box at the right hand side of the
navigation bar.

2. Click the Recent Commands button.

3. If the command is too far in the past, you can use the Time Range Selector to move the time range back to cover
the time period you want.

4. When you find the Host Inspector command, click its name to display its subcommands.

5. Click the Show Inspector Results button to view the report.

See Viewing Running and Recent Commands for more information about viewing past command activity.

Adding a Host to the Cluster
Minimum Required Role: Full Administrator

You can add one or more hosts to your cluster using the Add Hosts wizard, which installs the Oracle JDK, CDH, and
Cloudera Manager Agent software. After the software is installed and the Cloudera Manager Agent is started, the
Agent connects to the Cloudera Manager Server and you can use the Cloudera Manager Admin Console to manage
and monitor CDH on the new host.

The Add Hosts wizard does not create roles on the new host; once you have successfully added the host(s) you can
either add roles, one service at a time, or apply a host template, which can define role configurations for multiple roles.



o Important:

¢ All hosts in a single cluster must be running the same version of CDH.

e When you add a new host, you must install the same version of CDH to enable the new host to
work with the other hosts in the cluster. The installation wizard lets you select the version of CDH
to install, and you can choose a custom repository to ensure that the version you install matches
the version on the other hosts.

¢ If you are managing multiple clusters, select the version of CDH that matches the version in use
on the cluster where you plan to add the new host.

* When you add a new host, the following occurs:

— YARN t opol ogy. map is updated to include the new host

— Any service thatincludest opol ogy. map in its configuration—Flume, Hive, Hue, Oozie, Solr,
Spark, Sqoop 2, YARN—is marked stale

At a convenient point after adding the host you should restart the stale services to pick up the
new configuration.

Use one of the following methods to add a new host:
Using the Add Hosts Wizard to Add Hosts

You can use the Add Hosts wizard to install CDH, Impala, and the Cloudera Manager Agent on a host.

Disable TLS Encryption or Authentication

If you have enabled TLS encryption or authentication for the Cloudera Manager Agents, you must disable both of them
before starting the Add Hosts wizard. Otherwise, skip to the next step.

Important: This step temporarily puts the existing cluster hosts in an unmanageable state; they are

o still configured to use TLS and so cannot communicate with the Cloudera Manager Server. Roles on
these hosts continue to operate normally, but Cloudera Manager is unable to detect errors and issues
in the cluster and reports all hosts as being in bad health. To work around this issue, you can manually
install the Cloudera Manager Agent on the new host. See Alternate Method of installing Cloudera
Manager Agent without Disabling TLS on page 68.

1. From the Administration tab, select Settings.
2. Select the Security category.

3. Disable TLS by clearing the following options: Use TLS Encryption for Agents, and Use TLS Authentication of
Agents to Server.

4. Click Save Changes to save the settings.
. Login to the Cloudera Manager Server host.
6. Restart the Cloudera Manager Server with the following command:

(9}

sudo service cloudera-scmserver restart

The changes take effect after the restart.

Alternate Method of installing Cloudera Manager Agent without Disabling TLS

If you have TLS encryption or authentication enabled in your cluster, you must either disable TLS during the installation,
or install the Cloudera Manager Agent manually using the following procedure:

1. Copy the repository configuration file from an existing host in the cluster to the new host. For example:
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RHEL $ sudo scp nynode. exanpl e. com /et c/yum repos. d/
cl ouder a- manager . repo /etc/yumrepos. d/
cl ouder a- manager . r epo

SLES

$ sudo scp nynode. exanpl e. com /et c/ zypp/ zypper. conf/
cl oudera-cmrepo /etc/zypp/ zypper.conf/cl oudera-cmrepo

Ubuntu or Debian $ sudo scp nynode. exanpl e. com /etc/apt/sources.|ist.d/

cloudera.list /etc/apt/sources.list.d/cloudera.list

2. Remove cached package lists and other transient data by running the following command:

RHEL $ sudo yum cl ean al |

SLES $ sudo zypper clean --all

Ubuntu or Debian $ sudo apt-get clean

3. Install the Oracle JDK package from the Cloudera Manager repository. Install the same version as is used on other
cluster hosts. Both JDK 1.7 and 1.8 are supported:

e JDK1.7

RHEL $ sudo yuminstall oracle-j2sdkl.7

SLES $ sudo zypper install oracle-j2sdkl.7

Ubuntu or Debian $ sudo apt-get install oracle-j2sdkl.7

e JDK1.8

JDK 1.8 is not available in Cloudera's public repositories. You must download it from Oracle and install the
JDK manually. See Installing the Oracle JDK

E,’ Note: If you need to install the JCE unlimited strength encryption policy files, these files are not
included in the JDK package and Cloudera Manager does not install them. Copy the files from an
existing host to the new host. For example:

# scp
nynode. exanpl e. com/usr/java/j dkl. 7.0_67-cloudera/jre/lib/security/*policy.jar
lusr/javaljdkl.7.0_67-clouderal/jrel/lib/security/

4. Set up the TLS certificates using the same procedure that was used to set them up on other cluster hosts. See
Configuring TLS Encryption for Cloudera Manager. If you have set up a custom truststore (For example,
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lusr/javaljdkl.7.0_67-clouderal/jrel/lib/security/jssecacerts, copy that file from an existing
host to the same location on the new host.
5. Install the Cloudera Manager Agent:

oS Command

RHEL $ sudo yuminstall cloudera-nanager-agent

SLES $ sudo zypper install cloudera-manager-agent

Ubuntu or Debian $ sudo apt-get install cloudera-manager-agent

6. Copy the Cloudera Manager Agent configuration file from an existing cluster host that is already configured for
TLS to the same location on the new host. For example:

$ sudo scp nmynode. exanpl e. com /et c/ cl ouder a- scm agent/ confi g. i ni
/ et c/ cl ouder a- scm agent/ confi g. i ni

7. Create and secure the file containing the password used to protect the private key of the Agent:

a. Use a text editor to create a file called agent key. pwthat contains the password. Save the file in the
/ et c/ cl ouder a- scm agent directory.

b. Change ownership of the file to r oot :

$ sudo chown root:root /etc/cloudera-scm agent/agentkey. pw

c. Change the permissions of the file:

$ sudo chrod 440 /etc/cl oudera-scm agent/ agent key. pw

8. Start the Agent on the new host:

$ sudo service cloudera-scmagent start

9. Loginto Cloudera Manager and go to Hosts > All Hosts page and verify that the new host is recognized by Cloudera
Manager.

Using the Add Hosts Wizard

1. Click the Hosts tab.

2. Click the Add New Hosts button.

3. Follow the instructions in the wizard to install the Oracle JDK and Cloudera Manager Agent packages and start
the Agent.

4. In the Specify hosts for your CDH Cluster installation page, you can search for new hosts to add under the New
Hosts tab. However, if you have hosts that are already known to Cloudera Manager but have no roles assigned,
(for example, a host that was previously in your cluster but was then removed) these will appear under the
Currently Managed Hosts tab.

5. You will have an opportunity to add (and start) role instances to your newly-added hosts using a host template.

a. You can select an existing host template, or create a new one.

b. To create a new host template, click the + Create... button. This will open the Create New Host Template
pop-up. See Host Templates on page 72 for details on how you select the role groups that define the roles
that should run on a host. When you have created the template, it will appear in the list of host templates
from which you can choose.

c. Select the host template you want to use.



d. By default Cloudera Manager will automatically start the roles specified in the host template on your newly
added hosts. To prevent this, uncheck the option to start the newly-created roles.

6. When the wizard is finished, you can verify the Agent is connecting properly with the Cloudera Manager Server
by clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the
value for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.

If you did not specify a host template during the Add Hosts wizard, then no roles will be present on your new hosts
until you add them. You can do this by adding individual roles under the Instances tab for a specific service, or by using
a host template. See Role Instances on page 58 for information about adding roles for a specific service. See Host
Templates on page 72 to create a host template that specifies a set of roles (from different services) that should run
on a host.

Enable TLS Encryption or Authentication

If you previously enabled TLS security on your cluster, you must re-enable the TLS options on the Administration page
and also configure TLS on each new host after using the Add Hosts wizard. Otherwise, you can ignore this step. For
instructions, see Configuring TLS Encryption for Cloudera Manager.

Enable TLS/SSL for CDH Components

If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make sure
you install a new host certificate to be configured from the same path and naming convention as the rest of your hosts.
Since the new host and the roles configured on it are inheriting their configuration from the previous host, ensure that
the keystore or truststore passwords and locations are the same on the new host. For instructions on configuring
TLS/SSL, see Configuring TLS/SSL Encryption for CDH Services.

Enable Kerberos
If you have previously enabled Kerberos on your cluster:

1. Install the packages required to ki ni t on the new host (see the list in Before you Begin Using the Wizard).

2. If you have set up Cloudera Manager to manage kr b5. conf, it will automatically deploy the file on the new host.
Note that Cloudera Manager will deploy kr b5. conf only if you use the Kerberos wizard. If you have used the
API, you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage kr b5. conf, you must manually update the file at / et ¢/ kr b5. conf .

Adding a Host by Installing the Packages Using Your Own Method

If you used a different mechanism to install the Oracle JDK, CDH, Cloudera Manager Agent packages, you can use that
same mechanism to install the Oracle JDK, CDH, Cloudera Manager Agent packages and then start the Cloudera Manager
Agent.

1. Install the Oracle JDK, CDH, and Cloudera Manager Agent packages using your own method. For instructions on
installing these packages, see Installation Path B - Installation Using Cloudera Manager Parcels or Packages.

2. After installation is complete, start the Cloudera Manager Agent. For instructions, see Starting, Stopping, and
Restarting Cloudera Manager Agents on page 474.

3. After the Agent is started, you can verify the Agent is connecting properly with the Cloudera Manager Server by
clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the value
for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.

4. If you have enabled TLS security on your cluster, you must enable and configure TLS on each new host. Otherwise,
ignore this step.

a. Enable and configure TLS on each new host by specifying 1 for the use_t | s property in the
/ etc/cl ouder a- scm agent/ confi g. i ni configuration file.

b. Configure TLS security on the new hosts by following the instructions in Configuring TLS Encryption for Cloudera
Manager.




5. If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make
sure you install a new host certificate to be configured from the same path and naming convention as the rest of
your hosts. Since the new host and the roles configured on it are inheriting their configuration from the previous
host, ensure that the keystore or truststore passwords and locations are the same on the new host. For instructions
on configuring TLS/SSL, see Configuring TLS/SSL Encryption for CDH Services.

6. If you have previously enabled Kerberos on your cluster:

1. Install the packages required to ki ni t on the new host (see the list in Before you Begin Using the Wizard).

2. If you have set up Cloudera Manager to manage kr b5. conf, it will automatically deploy the file on the new
host. Note that Cloudera Manager will deploy kr b5. conf only if you use the Kerberos wizard. If you have
used the API, you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage kr b5. conf , you must manually update the file at/ et ¢/ kr b5. conf .

Specifying Racks for Hosts
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

To get maximum performance, it is important to configure CDH so that it knows the topology of your network. Network
locations such as hosts and racks are represented in a tree, which reflects the network “distance” between locations.
HDFS will use the network location to be able to place block replicas more intelligently to trade off performance and
resilience. When placing jobs on hosts, CDH will prefer within-rack transfers (where there is more bandwidth available)
to off-rack transfers; the MapReduce and YARN schedulers use network location to determine where the closest replica
is as input to a map task. These computations are performed with the assistance of rack awareness scripts.

Cloudera Manager includes internal rack awareness scripts, but you must specify the racks where the hosts in your
cluster are located. If your cluster contains more than 10 hosts, Cloudera recommends that you specify the rack for
each host. HDFS, MapReduce, and YARN will automatically use the racks you specify.

Cloudera Manager supports nested rack specifications. For example, you could specify the rack / r ack3, or
/ gr oup5/ r ack3 to indicate the third rack in the fifth group. All hosts in a cluster must have the same number of path
components in their rack specifications.

To specify racks for hosts:

. Click the Hosts tab.

. Check the checkboxes next to the host(s) for a particular rack, such as all hosts for / r ack123.

. Click Actions for Selected (n) > Assign Rack, where n is the number of selected hosts.

. Enterarack name or ID that starts with aslash/,suchas/ rack123 or/ ai sl el/ r ack123, and then click Confirm.
. Optionally restart affected services. Rack assignments are not automatically updated for running services.

Ui B W N =

Host Templates
Minimum Required Role: Full Administrator

Host templates let you designate a set of role groups that can be applied in a single operation to a host or a set of
hosts. This significantly simplifies the process of configuring new hosts when you need to expand your cluster. Host
templates are supported for both CDH 4 and CDH 5 cluster hosts.

Important: A host template can only be applied on a host with a version of CDH that matches the
CDH version running on the cluster to which the host template belongs.

You can create and manage host templates under the Templates tab from the Hosts page.

1. Click the Hosts tab on the main Cloudera Manager navigation bar.
2. Click the Templates tab on the Hosts page.



Templates are not required; Cloudera Manager assigns roles and role groups to the hosts of your cluster when you
perform the initial cluster installation. However, if you want to add new hosts to your cluster, a host template can
make this much easier.

If there are existing host templates, they are listed on the page, along with links to each role group included in the
template.

If you are managing multiple clusters, you must create separate host templates for each cluster, as the templates
specify role configurations specific to the roles in a single cluster. Existing host templates are listed under the cluster
to which they apply.

¢ You can click a role group name to be taken to the Edit configuration page for that role group, where you can
modify the role group settings.
¢ From the Actions menu associated with the template you can edit the template, clone it, or delete it.

Creating a Host Template

1. From the Templates tab, click Click here
2. In the Create New Host Template pop-up window that appears:

¢ Type a name for the template.
e For each role, select the appropriate role group. There may be multiple role groups for a given role type —
you want to select the one with the configuration that meets your needs.

3. Click Create to create the host template.
Editing a Host Template

1. From the Hosts tab, click the Templates tab.

2. Pull down the Actions menu for the template you want to modify, and click Edit. This put you into the Edit Host
Template pop-up window. This works exactly like the Create New Host Template window — you can modify they
template name or any of the role group selections.

3. Click OK when you have finished.

Applying a Host Template to a Host
You can use a host template to apply configurations for multiple roles in a single operation.

You can apply a template to a host that has no roles on it, or that has roles from the same services as those included
in the host template. New roles specified in the template that do not already exist on the host will be added. A role
on the host that is already a member of the role group specified in the template will be left unchanged. If a role on the
host matches a role in the template, but is a member of a different role group, it will be moved to the role group
specified by the template.

For example, suppose you have two role groups for a DataNode (DataNode Default Group and DataNode (1)). The host
has a DataNode role that belongs to DataNode Default Group. If you apply a host template that specifies the DataNode
(1) group, the role on the host will be moved from DataNode Default Group to DataNode (1).

However, if you have two instances of a service, such as MapReduce (for example, mrl and mr2) and the host has a
TaskTracker role from service mr2, you cannot apply a TaskTracker role from service mr1.

A host may have no roles on it if you have just added the host to your cluster, or if you decommissioned a managed
host and removed its existing roles.

Also, the host must have the same version of CDH installed as is running on the cluster whose host templates you are
applying.

If a host belongs to a different cluster than the one for which you created the host template, you can apply the host
template if the "foreign" host either has no roles on it, or has only management roles on it. When you apply the host
template, the host will then become a member of the cluster whose host template you applied. The following instructions
assume you have already created the appropriate host template.

1. Go to the Hosts page, Status tab.
2. Select the host(s) to which you want to apply your host template.



3. From the Actions for Selected menu, select Apply Host Template.

4. In the pop-up window that appears, select the host template you want to apply.

5. Optionally you can have Cloudera Manager start the roles created per the host template —check the box to enable
this.

6. Click Confirm to initiate the action.

Performing Maintenance on a Cluster Host

You can perform minor maintenance on cluster hosts by using Cloudera Manager to manage the host decommission
and recommission process. In this process, you can specify whether to suppress alerts from the decommissioned host
and, for hosts running the DataNode role, you can specify whether or not to replicate under-replicated data blocks to
other DataNodes to maintain the cluster's replication factor. This feature is useful when performing minor maintenance
on cluster hosts, such as adding memory or changing network cards or cables where the maintenance window is
expected to be short and the extra cluster resources consumed by replicating missing blocks is undesirable.

You can also place hosts into Maintenance Mode, which suppresses unneeded alerts during a maintenance window
but does not decommission the hosts.

To perform host maintenance on cluster hosts:

1. Decommission the hosts.
2. Perform the necessary maintenance on the hosts.
3. Recommission the hosts.

Decommissioning Hosts

Minimum Required Role: Limited Operator (also provided by Operator, Configurator, Cluster Administrator, or Full
Administrator)

Note that the Limited Operator and Operator roles do not allow you to suppress or enable alerts.

E,i Note: Hosts with DataNodes and DataNode roles themselves can only be decommissioned if the
resulting action leaves enough DataNodes commissioned to maintain the configured HDFS replication
factor (by default 3). If you attempt to decommission a DataNode or a host with a DataNode in such
situations, the decommission process will not complete and must be aborted.

Cloudera Manager manages the host decommission and recommission process and allows you the option to specify
whether to replicate the data to other DataNodes, and whether or not to suppress alerts.

Decommissioning a host decommissions and stops all roles on the host without requiring you to individually
decommission the roles on each service. Decommissioning applies to only to HDFS DataNode, MapReduce TaskTracker,
YARN NodeManager, and HBase RegionServer roles. If the host has other roles running on it, those roles are stopped.

To decommission one or more hosts:

1. If the host has a DataNode, and you are planning to replicate data to other hosts (for longer term maintenance
operations or to permanently decommission or repurpose the host), perform the steps in Tuning HDFS Prior to
Decommissioning DataNodes on page 76.

. In Cloudera Manager, select the cluster where you want to decommission hosts.

. Click Hosts > All Hosts.

. Select the hosts that you want to decommission.

. Select Actions for Selected > Begin Maintenance (Suppress Alerts/Decommission.
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(If you are logged in as a user with the Limited Operator or Operator role, the menu item is labeled Decommission
Host(s) and you will not see the option to suppress alerts.)

The Begin Maintenance (Suppress Alerts/Decommission) dialog box opens. The role instances running on the
hosts display at the top.



6. To decommission the hosts and suppress alerts, select Decommission Host(s). When you select this option for
hosts running a DataNode role, choose one of the following (if the host is not running a DataNode role, you will
only see the Decommission Host(s) option:):

* Decommission DataNodes

This option re-replicates data to other DataNodes in the cluster according to the configured replication factor.
Depending on the amount of data and other factors, this can take a significant amount of time and uses a
great deal of network bandwidth. This option is appropriate when replacing disks, repurposing hosts for
non-HDFS use, or permanently retiring hardware.

¢ Take DataNode Offline

This option does not re-replicate HDFS data to other DataNodes until the amount of time you specify has
passed, making it less disruptive to active workloads. After this time has passed, the DataNode is automatically
recommissioned, but the DataNode role is not started. This option is appropriate for short-term maintenance
tasks such not involving disks, such as rebooting, CPU/RAM upgrades, or switching network cables.

7. Click Begin Maintenance.

The Host Decommission Command dialog box opens and displays the progress of the command.

E’; Note:

¢ You cannot start roles on a decommissioned host.

e When a DataNode is decommissioned, although HDFS data is replicated to other DataNodes,
local files containing the original data blocks are not automatically removed from the storage
directories on the host. If you want to permanently remove these files from the host to reclaim
disk space, you must do so manually.

Recommissioning Hosts
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)
Only hosts that are decommissioned using Cloudera Manager can be recommissioned.

1. In Cloudera Manager, select the cluster where you want to recommission hosts.
2. Click Hosts > All Hosts.

3. Select the hosts that you want to recommission.

4. Select Actions for Selected > End Maintenance (Suppress Alerts/Decommission.

The End Maintenance (Suppress Alerts/Decommission dialog box opens. The role instances running on the hosts
display at the top.

5. To recommission the hosts, select Recommission Host(s).
6. Choose one of the following:

¢ Bring hosts online and start all roles

All decommissioned roles will be recommissioned and started. HDFS DataNodes will be started first and
brought online before decommissioning to avoid excess replication.

¢ Bring hosts online

All decommissioned roles will be recommissioned but remain stopped. You can restart the roles later.

7. Click End Maintenance.

The Recommission Hosts and Start Roles Command dialog box opens and displays the progress of recommissioning
the hosts and restarting the roles.



Stopping All the Roles on a Host
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

1. Click the Hosts tab.
2. Select one or more hosts on which to stop all roles.
3. Select Actions for Selected > Stop Roles on Hosts.

Starting All the Roles on a Host
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

1. Click the Hosts tab.
2. Select one or more hosts on which to start all roles.
3. Select Actions for Selected > Start Roles on Hosts.

Tuning and Troubleshooting Host Decommissioning

Decommissioning a host decommissions and stops all roles on the host without requiring you to individually
decommission the roles on each service. The decommissioning process can take a long time and uses a great deal of
cluster resources, including network bandwidth. You can tune the decommissioning process to improve performance
and mitigate the performance impact on the cluster.

You can use the Decommission and Recommission features to perform minor maintenance on cluster hosts using
Cloudera Manager to manage the process. See Performing Maintenance on a Cluster Host on page 74.

Tuning HDFS Prior to Decommissioning DataNodes
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When a DataNode is decommissioned, the NameNode ensures that every block from the DataNode will still be available
across the cluster as dictated by the replication factor. This procedure involves copying blocks from the DataNode in
small batches. If a DataNode has thousands of blocks, decommissioning can take several hours. Before decommissioning
hosts with DataNodes, you should first tune HDFS:

1. Run the following command to identify any problems in the HDFS file system:

hdfs fsck / -list-corruptfileblocks -openforwite -files -blocks -locations 2>&1 >
/t mp/ hdf s- f sck. t xt

2. Fixanyissues reported by the f sck command. If the command output lists corrupted files, use the f sck command
to move them to the | ost +f ound directory or delete them:

hdfs fsck file_name -nove
or

hdfs fsck file_nane -delete

3. Raise the heap size of the DataNodes. DataNodes should be configured with at least 4 GB heap size to allow for
the increase in iterations and max streams.

. Go to the HDFS service page.

. Click the Configuration tab.

. Select Scope > DataNode.

. Select Category > Resource Management.

. Set the Java Heap Size of DataNode in Bytes property as recommended.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group. See Modifying Configuration Properties Using Cloudera Manager on page 13.

f. Click Save Changes to commit the changes.



4. Increase the replication work multiplier per iteration to a larger number (the default is 2, however 10 is
recommended):

a. Select Scope > NameNode.
b. Expand the Category > Advanced category.
c. Configure the Replication Work Multiplier Per Iteration property to a value such as 10.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group. See Modifying Configuration Properties Using Cloudera Manager on page 13.

d. Click Save Changes to commit the changes.
5. Increase the replication maximum threads and maximum replication thread hard limits:

a. Select Scope > NameNode.

b. Expand the Category > Advanced category.

c. Configure the Maximum number of replication threads on a DataNode and Hard limit on the number of
replication threads on a DataNode properties to 50 and 100 respectively. You can decrease the number of
threads (or use the default values) to minimize the impact of decommissioning on the cluster, but the trade
off is that decommissioning will take longer.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group. See Modifying Configuration Properties Using Cloudera Manager on page 13.

d. Click Save Changes to commit the changes.

6. Restart the HDFS service.

For additional tuning recommendations, see Performance Considerations on page 77.

Tuning HBase Prior to Decommissioning DataNodes
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To increase the speed of a rolling restart of the HBase service, set the Region Mover Threads property to a higher
value. This increases the number of regions that can be moved in parallel, but places additional strain on the HMaster.
In most cases, Region Mover Threads should be set to 5 or lower.

Performance Considerations

Decommissioning a DataNode does not happen instantly because the process requires replication of a potentially large
number of blocks. During decommissioning, the performance of your cluster may be impacted. This section describes
the decommissioning process and suggests solutions for several common performance issues.

Decommissioning occurs in two steps:

1. The Commission State of the DataNode is marked as Decommissioning and the data is replicated from this node
to other available nodes. Until all blocks are replicated, the node remains in a Decommissioning state. You can
view this state from the NameNode Web Ul. (Go to the HDFS service and select Web Ul > NameNode Web Ul.)

2. When all data blocks are replicated to other nodes, the node is marked as Decommissioned.
Decommissioning can impact performance in the following ways:

e There must be enough disk space on the other active DataNodes for the data to be replicated. After
decommissioning, the remaining active DataNodes have more blocks and therefore decommissioning these
DataNodes in the future may take more time.

e There will be increased network traffic and disk I/0 while the data blocks are replicated.

¢ Data balance and data locality can be affected, which can lead to a decrease in performance of any running or
submitted jobs.

e Decommissioning a large numbers of DataNodes at the same time can decrease performance.

¢ If you are decommissioning a minority of the DataNodes, the speed of data reads from these nodes limits the
performance of decommissioning because decommissioning maxes out network bandwidth when reading data
blocks from the DataNode and spreads the bandwidth used to replicate the blocks among other DataNodes in



the cluster. To avoid performance impacts in the cluster, Cloudera recommends that you only decommission a
minority of the DataNodes at the same time.

* You can decrease the number of replication threads to decrease the performance impact of the replications, but
this will cause the decommissioning process to take longer to complete. See Tuning HDFS Prior to Decommissioning
DataNodes on page 76.

Cloudera recommends that you add DataNodes and decommission DataNodes in parallel, in smaller groups. For
example, if the replication factor is 3, then you should add two DataNodes and decommission two DataNodes at the
same time.

Troubleshooting Performance of Decommissioning
The following conditions can also impact performance when decommissioning DataNodes:

e QOpen Files on page 78
e A block cannot be relocated because there are not enough DataNodes to satisfy the block placement policy. on
page 79

Open Files

Write operations on the DataNode do not involve the NameNode. If there are blocks associated with open files
located on a DataNode, they are not relocated until the file is closed. This commonly occurs with:

e Clusters using HBase
e Open Flume files
e Long running tasks

To find and close open files:
1. Log in to the NameNode host and switch to the log directory.

The location of this directory is configurable using the NameNode Log Directory property. By default, this
directory is located at:

/var /| og/ hadoop- hdf s/

2. Run the following command to verify that the logs provide the needed information:

grep "lIs current datanode" *NAME* | head

The sixth column of the log file shows the bl ock i d, and the message should be relevant to the DataNode
decommissioning. Run the following command to view the relevant log entries:

grep "lIs current datanode" *NAVME* | awk '{print $6}' | sort -u > blocks.open

3. Run the following command to return a list of open files, their blocks, and the locations of those blocks:

hadoop fsck / -files -blocks -locations -openforwite 2>&1 > openfil es. out

4. Look in the openfi | es. out file created by the command for the blocks showing bl ocks. open. Also verify
that the DataNode IP address is correct.

5. Using the list of open file(s), perform the appropriate action to restart process to close the file.

For example, major compaction closes all files in a region for HBase.



A block cannot be relocated because there are not enough DataNodes to satisfy the block placement policy.

For example, for a 10 node cluster, if the mapr ed. submi t . repl i cat i onis set to the default of 10 while attempting
to decommission one DataNode, there will be difficulties relocating blocks that are associated with map/reduce
jobs. This condition will lead to errors in the NameNode logs similar to the following:

or g. apache. hadoop. hdf s. server. bl ockmanagenent . Bl ockPl acenent Pol i cyDefault: Not able to
pl ace enough replicas, still in need of 3 to reach 3

Use the following steps to find the number of files where the block replication policy is equal to or above your
current cluster size:

1. Provide a listing of open files, their blocks, the locations of those blocks by running the following command:

hadoop fsck / -files -blocks -locations -openforwite 2>&1 > openfil es. out

2. Run the following command to return a list of how many files have a given replication factor:
grep repl = openfiles.out | awk '{print $NF}' | sort | uniq -c
For example, when the replication factor is 10, and decommissioning one:
egrep -B4 "repl =10" openfiles.out | grep -v '<dir>" | awk '/"\//{print $1}'
3. Examine the paths, and decide whether to reduce the replication factor of the files, or remove them from the
cluster.
Maintenance Mode

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Maintenance mode allows you to suppress alerts for a host, service, role, or an entire cluster. This can be useful when
you need to take actions in your cluster (make configuration changes and restart various elements) and do not want
to see the alerts that will be generated due to those actions.

Putting an entity into maintenance mode does not prevent events from being logged; it only suppresses the alerts that
those events would otherwise generate. You can see a history of all the events that were recorded for entities during
the period that those entities were in maintenance mode.

Explicit and Effective Maintenance Mode

When you enter maintenance mode on an entity (cluster, service, or host) that has subordinate entities (for example,
the roles for a service) the subordinate entities are also put into maintenance mode. These are considered to be in
effective maintenance mode, as they have inherited the setting from the higher-level entity.

For example:

¢ If you set the HBase service into maintenance mode, then its roles (HBase Master and all RegionServers) are put
into effective maintenance mode.

¢ If you set a host into maintenance mode, then any roles running on that host are put into effective maintenance
mode.

Entities that have been explicitly put into maintenance mode show the icon £&. Entities that have entered effective

maintenance mode as a result of inheritance from a higher-level entity show the icon

When an entity (role, host or service) is in effective maintenance mode, it can only be removed from maintenance
mode when the higher-level entity exits maintenance mode. For example, if you put a service into maintenance mode,
the roles associated with that service are entered into effective maintenance mode, and remain in effective maintenance
mode until the service exits maintenance mode. You cannot remove them from maintenance mode individually.

Alternatively, an entity that is in effective maintenance mode can be put into explicit maintenance mode. In this case,
the entity remains in maintenance mode even when the higher-level entity exits maintenance mode. For example,



suppose you put a host into maintenance mode, (which puts all the roles on that host into effective maintenance
mode). You then select one of the roles on that host and put it explicitly into maintenance mode. When you have the
host exit maintenance mode, that one role remains in maintenance mode. You need to select it individually and
specifically have it exit maintenance mode.

Viewing Maintenance Mode Status
You can view the status of Maintenance Mode in your cluster by clicking
-
to the right of the cluster name and selecting View Maintenance Mode Status.
Entering Maintenance Mode

You can enable maintenance mode for a cluster, service, role, or host.

Putting a Cluster into Maintenance Mode

1.

-

to the right of the cluster name and select Enter Maintenance Mode.
2. Confirm that you want to do this.

The cluster is put into explicit maintenance mode, as indicated by the £& icon. All services and roles in the cluster are

entered into effective maintenance mode, as indicated by the icon.

Putting a Service into Maintenance Mode

1. Go to the service page in Cloudera Manager.
2. Click Actions > Enter Maintenance Mode.
3. Confirm that you want to do this.

The service is put into explicit maintenance mode, as indicated by the £ icon. All roles for the service are entered into

effective maintenance mode, as indicated by the icon.

Putting Roles into Maintenance Mode

1. Go to the service page that includes the role.

2. Go to the Instances tab.

3. Select the role(s) you want to put into maintenance mode.

4, From the Actions for Selected menu, select Enter Maintenance Mode.
5. Confirm that you want to do this.

The roles will be put in explicit maintenance mode. If the roles were already in effective maintenance mode (because
its service or host was put into maintenance mode) the roles will now be in explicit maintenance mode. This means
that they will not exit maintenance mode automatically if their host or service exits maintenance mode; they must be
explicitly removed from maintenance mode.

Putting Hosts into Maintenance Mode

1. In Cloudera Manager, select the cluster where you want to decommission hosts.

2. Click Hosts > All Hosts.

3. Select the hosts that you want to put into Maintenance Mode.

4. Select Actions for Selected > Begin Maintenance (Suppress Alerts/Decommission.

The Begin Maintenance (Suppress Alerts/Decommission) dialog box opens. The role instances running on the
hosts display at the top. You can also use this dialog box to decommission the host. See Tuning and Troubleshooting
Host Decommissioning on page 76.




5.

6.

Deselect the Decommission Host(s) option to put the host into Maintenance Mode. In this mode, alerts from the
hosts are suppressed until the host exits Maintenance Mode. The events, however, are still logged. Hosts that are

currently in Maintenance Mode display the icon.
Click Begin Maintenance.

The Host Decommission Command dialog box opens and displays the progress of the command.

Exiting Maintenance Mode

When you exit maintenance mode, the maintenance mode icons are removed and alert notification resumes.

Exiting a Cluster from Maintenance Mode

1.

2.

-

to the right of the cluster name and select Exit Maintenance Mode.
Confirm that you want to do this.

Exiting a Service from Maintenance Mode

1.

2.

-

to the right of the service name and select Exit Maintenance Mode.
Confirm that you want to do this.

Exiting Roles from Maintenance Mode

1.
. Go to the Instances tab.

. Select the role(s) you want to exit from maintenance mode.

. From the Actions for Selected menu, select Exit Maintenance Mode.
. Confirm that you want to do this.

v b WN

Go to the services page that includes the role.

Taking Hosts out of Maintenance Mode
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6.

. In Cloudera Manager, to go the cluster with the hosts you want to take out of Maintenance Mode.
. Click Hosts > All Hosts.

. Select the hosts that are ready to exit Maintenance Mode.

. Select Actions for Selected > End Maintenance (Suppress Alerts/Decommission.

The End Maintenance (Suppress Alerts/Decommission) dialog box opens. The role instances running on the hosts
display at the top.

. Deselect the Recommission Host(s) option to take the host out of Maintenance Mode and re-enable alerts from

the hosts. Hosts that are currently in Maintenance Mode display the icon on the All Hosts page.
Click End Maintenance.

Deleting Hosts

Minimum Required Role: Full Administrator

You can remove a host from a cluster in two ways:

Delete the host entirely from Cloudera Manager.
Remove a host from a cluster, but leave it available to other clusters managed by Cloudera Manager.

Both methods decommission the hosts, delete roles, and remove managed service software, but preserve data
directories.




Deleting a Host from Cloudera Manager

1. In the Cloudera Manager Admin Console, go to Hosts > All Hosts.

. Select the hosts to delete.

. Select Actions for Selected > Hosts Decommission.

. Stop the Agent on the host. For instructions, see Starting, Stopping, and Restarting Cloudera Manager Agents on
page 474.
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5. In the Cloudera Manager Admin Console, go to Hosts > All Hosts.
6. Reselect the hosts you selected in step 2.

7. Select Actions for Selected > Remove from Cloudera Manager.

Removing a Host From a Cluster

This procedure leaves the host managed by Cloudera Manager and preserves the Cloudera Management Service roles
(such as the Events Server, Activity Monitor, and so on).

1. In the Cloudera Manager Admin Console, go to Hosts > All Hosts.

2. Select the hosts to delete.

3. Select Actions for Selected > Remove From Cluster. The Remove Hosts From Cluster dialog box displays.

4. Leave the selections to decommission roles and skip removing the Cloudera Management Service roles. Click
Confirm to proceed with removing the selected hosts.

Cloudera Manager Configuration Properties

Refer to the links below for a list of available CDH configuration properties for each version of CDH when managed by
one of the following versions of Cloudera Manager:

¢ Cloudera Manager 5.14.x CDH Properties
e Cloudera Manager 5.13.x CDH Properties
e Cloudera Manager 5.12.x CDH Properties
e Cloudera Manager 5.11.x CDH Properties
¢ Cloudera Manager 5.10.x CDH Properties
e Cloudera Manager 5.9.x CDH Properties
¢ Cloudera Manager 5.8.x CDH Properties
¢ Cloudera Manager 5.7.x CDH Properties
e Cloudera Manager 5.6.x CDH Properties
e Cloudera Manager 5.5.x CDH Properties
¢ Cloudera Manager 5.4.x CDH Properties
¢ Cloudera Manager 5.3.x CDH Properties
e Cloudera Manager 5.2.x CDH Properties
e Cloudera Manager 5.1.x CDH Properties
¢ Cloudera Manager 5.0.x CDH Properties

For information on managing configuration settings, see Modifying Configuration Properties Using Cloudera Manager
on page 13 and Viewing and Reverting Configuration Changes on page 36.

Managing CDH Using the Command Line

The following sections provide instructions and information on managing core Hadoop.

For installation and upgrade instructions, see the Cloudera Installation guide, which also contains initial deployment
and configuration instructions for core Hadoop and the CDH components, including:

e Cluster configuration and maintenance:

— Ports Used by Components of CDH 5



http://www.cloudera.com/documentation/enterprise/properties/5-14-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-13-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-12-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-11-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-10-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-9-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-8-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-7-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-6-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-5-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-4-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-3-x/index.html
http://www.cloudera.com/documentation/enterprise/properties/5-2-x/index.html
https://www.cloudera.com/documentation/manager/5-1-x/Cloudera-Manager-Configuration-Properties/cm5config_cdh510.html
https://www.cloudera.com/documentation/manager/5-0-x/Cloudera-Manager-Configuration-Properties/cm5config_cdh500.html

Configuring Network Names

Deploying CDH 5 on a Cluster

Starting CDH Services Using the Command Line on page 83
— Stopping CDH Services Using the Command Line on page 88

e Using Apache Avro Data Files with CDH
¢ Flume configuration
e HBase configuration:

— Configuration Settings for HBase
— HBase Replication on page 409
— HBase Snapshots

e HCatalog configuration
¢ Impala configuration
e Hive configuration:

— Configuring the Hive Metastore for CDH
— Configuring HiveServer2 for CDH
— Configuring the Hive Metastore to Use HDFS High Availability in CDH

e HttpFS configuration
e Hue: Configuring CDH Components for Hue
¢ QOozie configuration:

— Configuring Oozie

e Parquet: Using Apache Parquet Data Files with CDH
* Snappy: Snappy Compression
e Spark configuration:

— Managing Spark Standalone Using the Command Line on page 173
— Running Spark Applications

e Sgoop configuration:

— Setting HADOOP_MAPRED_HOME for Sqoop 1 for Sqoop
— Configuring Sqgoop 2

e ZooKeeper: Maintaining a ZooKeeper Server

Starting CDH Services Using the Command Line

You need to start and stop services in the right order to make sure everything starts or stops cleanly.

E,’ Note: The Oracle JDK is required for all Hadoop components.

START services in this order:

starting ZooKeeper before
starting HDFS; this is a
requirement in a
high-availability (HA)
deployment. In any case,

Order Service Comments For instructions and more
information
1 ZooKeeper Cloudera recommends Installing the ZooKeeper

Server Package and Starting

ZooKeeper on a Single

Server; Installing ZooKeeper

in a Production

Environment; Deploying




Order Service Comments For instructions and more
information
always start ZooKeeper HDFS High Availability on
before HBase. page 292; Configuring High
Availability for the
JobTracker (MRv1)
2 HDFS Start HDFS before all other | Deploying HDFS on a
services except ZooKeeper. | Cluster; HDFS High
If you are using HA, see the | Availability on page 280
CDH 5 High Availability
Guide for instructions.
3 HttpFS HttpFS Installation
4a MRv1 Start MapReduce before Deploying MapReduce vl
Hive or Oozie. Do not start | (MRv1) on a Cluster;
MRv1 if YARN is running. Configuring High Availability
for the JobTracker (MRv1)
4b YARN Start YARN before Hive or | Deploying MapReduce v2
Oozie. Do not start YARN if | (YARN) on a Cluster
MRv1 is running.
5 HBase Starting and Stopping
HBase; Deploying HBase in
a Distributed Cluster
6 Hive Start the Hive metastore Installing Hive
before starting HiveServer2
and the Hive console.
7 Oozie Starting the Oozie Server
8 Flume 1.x Running Flume
9 Sqoop Sgoop Installation and
Sgoop 2 Installation
10 Hue Hue Installation

Configuring init to Start Hadoop System Services

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

i ni t (8) starts some daemons when the system is booted. Depending on the distribution, i ni t executes scripts from
eitherthe/ et c/init. ddirectoryorthe/ et c/rc2. ddirectory. The CDH packages link the filesini ni t. dandrc2. d
so that modifying one set of files automatically updates the other.

To start system services at boot time and on restarts, enable their i ni t scripts on the systems on which the services
will run, using the appropriate tool:

e chkconfi gisincluded inthe RHEL and CentOS distributions. Debian and Ubuntu users can install the chkconfi g
package.


http://www.cloudera.com/content/support/en/documentation.html

e update-rc. disincluded in the Debian and Ubuntu distributions.

Configuring init to Start Core Hadoop System Services in an MRv1 Cluster

o Important:

Cloudera does not support running MRv1 and YARN daemons on the same hosts at the same time; it
will degrade performance and may result in an unstable cluster deployment.

The chkconf i g commands to use are:

$ sudo chkconfi g hadoop- hdf s- nanenode on

The update-rc.d commands to use on Ubuntu and Debian systems are:

Where

Command

On the NameNode

$ sudo updat e-rc. d hadoop- hdf s- nanenode
defaults

On the JobTracker

$ sudo update-rc.d
hadoop- 0. 20- mapr educe-j obt r acker
defaul ts

On the Secondary NameNode (if used)

$ sudo update-rc.d
hadoop- hdf s- secondar ynanmenode defaul ts

On each TaskTracker

$ sudo update-rc.d
hadoop- 0. 20- mapr educe-t askt r acker
defaul ts

On each DataNode

$ sudo updat e-rc. d hadoop- hdf s- dat anode
defaults

Configuring init to Start Core Hadoop System Services in a YARN Cluster

o Important:

Do not run MRv1 and YARN on the same set of hosts at the same time. This is not recommended; it
degrades your performance and might result in an unstable MapReduce cluster deployment.

The chkconf i g commands to use are:
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On the NameNode

$ sudo chkconfi g hadoop- hdf s- nanenode
on

On the ResourceManager

$ sudo chkconfig
hadoop- yar n-resour cenanager on

On the Secondary NameNode (if used)

$ sudo chkconfig
hadoop- hdf s- secondar ynanmenode on

On each NodeManager

$ sudo chkconfig
hadoop- yar n- nodemanager on

On each DataNode

$ sudo chkconfi g hadoop- hdf s- dat anode
on

On the MapReduce JobHistory host

$ sudo chkconfig
hadoop- mapr educe- hi st oryserver on

The update-rc.d commands to use on Ubuntu and Debian systems are:

On the NameNode

$ sudo updat e-rc. d hadoop- hdf s- namenode
defaults

On the ResourceManager

$ sudo update-rc.d
hadoop-yar n-resour cemanager defaults

On the Secondary NameNode (if used)

$ sudo update-rc.d
hadoop- hdf s- secondar ynanenode defaul ts

On each NodeManager

$ sudo update-rc.d
hadoop- yar n- nodemanager defaults

On each DataNode

$ sudo updat e-rc. d hadoop- hdf s- dat anode
defaults

On the MapReduce JobHistory host

$ sudo update-rc.d
hadoop- mapr educe- hi storyserver defaults

Configuring init to Start Non-core Hadoop System Services

Non-core Hadoop daemons can also be configured to start ati ni t time using the chkconfi g orupdate-rc.d

command.

The chkconf i g commands are:
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,,,,,,,,,,,,,,,,,,,,,,,,,,,

Hue Hue server i $ sudo chkconfig hue on
L e o e e
Oozie Oozie server i $ sudo chkconfig oozie
: on
HBase HBase master | e

$ sudo chkconfig
hbase- nast er on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

$ sudo chkconfig
hbase-regi onserver on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

On each HBase RegionServer

,,,,,,,,,,,,,,,,,,,,,,,,,,,

Hive Metastore Hive Metastore server i $ sudo chkconfig
! hi ve-metastore on
HiveServer2 HiveServer2 $ sudo chkconfig hive-server2
on
Zookeeper Zookeeper server i $ sudo chkconfig
! zookeeper - server on
HttpFS HttpFSserver |

sudo chkconfig
adoop-httpfs on

,,,,,,,,,,,,,,,,,,,,,,,,,,,

=

The updat e- r c. d commands to use on Ubuntu and Debian systems are:

Hue Hue server i $ sudo update-rc.d hue
defaults

Oozie Oozie server i $ sudo update-rc.d oozie
~ defaults

HBase HBase master | o 0 date-rc.d

$ sudo update-rc.d
hbase- mast er defaults

,,,,,,,,,,,,,,,,,,,,,,,,,,,

$ sudo update-rc.d

HBase RegionServer l
|
. hbase-regi onserver
I
|
|

defaul ts
Hive Metastore Hive Metastore server i $ sudo update-rc.d
! hi ve-netastore defaults
HiveServer2 HiveServer2 $ sudo update-rc.d

hi ve-server2 defaults
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Zookeeper Zookeeper server $ sudo update-rc.d
zookeeper - server
defaul ts

HttpFS HttpFS server $ sudo update-rc.d
hadoop-httpfs defaults

Stopping CDH Services Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

To shut down all Hadoop Common system services (HDFS, YARN, MRv1), run the following on each host in the cluster:
$ for x in “cd /etc/init.d ; |s hadoop-*" ; do sudo service $x stop ; done
To verify that no Hadoop processes are running, run the following command on each host in the cluster:

# ps -aef | grep java

To stop system services individually, use the instructions in the table below.

o Important: Stop services in the order listed in the table. (You can start services in the reverse order.)
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Order |Service Comments Instructions
1 Hue sudo service hue stop !
|
2 Impala sudo service inpal a-server stop !
sudo service inpal a-catal og stop !
!
sudo service inpala-state-store stop |
|
3 Oorzie sudo service oozie stop !
!
4 Hive Exit the H|ve. consgle and sudo service hiveserver2 stop !
ensure no Hive scripts are .
running. Stop the Hive ) ) |
server, HCatalog, and sudo service hive-webhcat-server stop |
metastore daemon on each !
client. sudo service hive-netastore stop !
|
5 Flume 1.x There is no Flume master. sudo service flume-ng-agent stop :
|
6 Sqoop 1 sudo service sqgoop-netastore stop !
|
6 3qoop 2 sudo service sgoop2-server stop !
|
7 Lily HBase Indexer sudo service hbase-solr-indexer stop |
(Solr/HBase .
Indexer)

|
10 Spark sudo service spark-worker stop !
!
sudo service spark-history-server stop |
!
sudo service spark-nmaster stop !
|
|
8 Sentry Onlylprese.nt on a secure sudo service sentry-store stop !
configuration. !
|
9 Solr Search sudo service solr-server stop !
!
10 HBase St.op the Thrift server and sudo service hbase-thrift stop :
clients, followed by '
RegionServers and finally ) .
the Master. sudo service hbase-rest stop !
|
sudo service hbase-regi onserver stop |
!
sudo service hbase-nmaster stop !
|

11 MapReduce v1 Stop the JobTracker service, | For MRv1 HA setup:

then stop the TaskTracker

Cloudera Administration | 89



Order |Service Comments Instructions

service on all nodes where sudo servi ce .

itis running. hadoop- 0. 20- mapr educe- j obt r acker ha st op

sudo service
hadoop- 0. 20- mapr educe-j obt racker stop

For Non-HA setup: ‘
For all types of MRv1 setups: ‘

sudo service
hadoop- 0. 20- mapr educe-t asktracker stop

12 YARN Stop the JobHistory server, $ sudo service

followed by the hadoop- mapr educe- hi st oryserver stop
ResourceManager and each

of the NodeManagers. $ sudo service :

hadoop- yar n-resour cemanager stop

$ sudo servi ce hadoop-yar n- nodenanager
st op

13 HDFS Stop HttpES and the NFS sudo service hadoop-httpfs stop !
Gateway (if present). '

Stop the Secondary sudo servi ce hadoop- hdfs-nfs3 stop
NameNode, then the

primary NameNode, sudo servi ce :
followed by Journal nodes hadoop- hdf s- secondar ynamenode st op '
(if present) and then each of

DataNodes. sudo servi ce hadoop- hdf s- nanenode st op

sudo servi ce hadoop- hdf s-j our nal node
stop

sudo servi ce hadoop- hdf s- dat anode st op

14 KMS (Key Only pr(.eser?t if HDFS at rest sudo service hadoop- knms-server stop !
Management encryption is enabled '
Server)
|
15 ZooKeeper !

sudo service zookeeper-server stop

Migrating Data between Clusters Using distcp

You can migrate the data from any Hadoop cluster to a CDH 5 cluster by using a tool that copies out data in parallel,
such as the DistCp tool offered in CDH 5. The following sections provide information and instructions:

Copying Cluster Data Using DistCp

The distributed copy command, di st cp, is a general utility for copying large data sets between distributed filesystems
within and across clusters. You can also use di st cp to copy data to and from an Amazon S3 bucket. The di st cp
command submits a regular MapReduce job that performs a file-by-file copy.


http://hadoop.apache.org/docs/current/hadoop-distcp/DistCp.html

To see the di st cp command options, run the built-in help:

$ hadoop distcp

o Important:

e Do not run di st cp as the hdf s user which is blacklisted for MapReduce jobs by default.
¢ Do not use Hadoop shell commands (such as cp, copyf rom ocal , put, get ) for large copying
jobs or you may experience 1/0 bottlenecks.

DistCp Syntax and Examples

You can use di st cp to copy files between compatible CDH clusters. The basic form of the di st cp command only
requires a source cluster and a destination cluster:

$ hadoop distcp <source> <desti nation>

Between the Same CDH Version

Use the following syntax for copying data between clusters that run the same CDH version:

hadoop di stcp hdfs://<nanmenode>: <port> hdfs://<nanenode>

For example, the following command copies data from the exanpl e- sour ce cluster to the exanpl e- dest cluster:
hadoop di stcp hdfs://exanpl e-source. cl oudera. com 50070 hdfs://exanpl e-dest . cl oudera. com

Port 50070 is the default NameNode port for HDFS.
Between Different CDH Versions
You can use di st cp to copy data between different CDH versions. When you do this, adhere to the following guidelines:

e The CDH versions must be compatible.
e The source cluster must run a lower version of CDH than the destination cluster.

e Run the di st cp command on the cluster that runs the higher version of CDH, which should be the destination
cluster.

¢ Use the webhdf s protocol for the remote cluster.
¢ Use the following syntax:

hadoop di stcp webhdfs://<nanenode>: <port > hdfs://<nanenode>

For example, when using di st cp between a CDH 5.7.0 cluster and a cluster that runs a higher version of CDH, use the
webhdf s protocol for the CDH 5.7.0 cluster and designate it as the source cluster by listing it as the first cluster in the
di st cp command.

The following command copies data from a lower versioned source cluster named exanpl e- sour ce to a higher
versioned destination cluster named exanpl e- dest :

hadoop di stcp webhdfs://exanpl e57-source. cl oudera. com 50070
hdf s: // exanpl e512- dest . cl ouder a. com

For a Specific Path

You can specify a path, such as/ hbase, to move HBase data:

hadoop di stcp webhdfs://exanpl e-source. cl oudera. com 50070/ hbase
hdf s: / / exanpl e- dest . cl ouder a. conl hbase


http://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/FileSystemShell.html

To/from Amazon S3

You can copy data to or from Amazon S3 with the following syntax:

#Copyi ng from S3
hadoop di stcp s3a://<bucket>/ <dat a> hdfs://<nanenode>/ <di r ect ory>/

#Copying to S3
hadoop di stcp hdfs://<nanenode>/ <di rect ory> s3a://<bucket >/ <dat a>

This is a basic example of using di st cp with S3. For more information, see Using DistCp with Amazon S3 on page 94.

Using DistCp with Highly Available Remote Clusters

You can use di st cp to copy files between highly available clusters by configuring access to the remote cluster with
the nameservice ID. To enable support, perform the following steps:

1. Create a new directory and copy the contents of the / et ¢/ hadoop/ conf directory on the local cluster to this
directory. The local cluster is the cluster where you plan to run the di st cp command.

Specify this directory for the - - conf i g parameter when you run the di st cp command in step 5.

The following steps use di st cpConf as the directory name. Substitute the name of the directory you created for
di st cpConf .

2. Inthe hdf s-site. xrd file in the di st cpConf directory, add the nameservice ID for the remote cluster to the
df s. naneser vi ces property.

E,i Note:

If the remote cluster has the same nameservice ID as the local cluster, change the remote cluster’s
nameservice ID. Nameservice names must be unique.

For example, if the nameservice name for both clusters is naneser vi cel, change the nameservice
ID of the remote cluster to a different ID, such as ext er nal naneser vi ce:

<property>
<nane>df s. naneser vi ces</ nane>
<val ue>naneservi cel, ext er nal naneser vi ce</ val ue>
</ property>

3. On the remote cluster, find the hdf s- si t e. xmd file and copy the properties that refers to the nameservice ID
to the end of the hdf s- si t e. xnl file in the di st cpConf directory you created in step 1:

e df s. ha. namenodes. <naneser vi cel D>

e dfs.client.failover.proxy. provider.<renbte naneservicel D>

e dfs. ha.automatic-fail over.enabl ed. <renpte naneservicel D>

e df s. nanenode. r pc- addr ess. <naneser vi cel D>. <nanenodel>

e df s. nanenode. servi cer pc- addr ess. <naneser vi cel D>. <nanenodel>
e df s. namenode. htt p- addr ess. <naneservi cel D>. <nanenodel>

e df s. nanenode. htt ps- addr ess. <naneser vi cel D>. <nanenodel>

e df s. nanenode. r pc- addr ess. <naneser vi cel D>. <nanenode2>

e df s. nanenode. servi cer pc- addr ess. <naneser vi cel D>. <nanenode2>
e df s. namenode. htt p- addr ess. <naneser vi cel D>. <nanmenode2>

e df s. nanenode. htt ps- addr ess. <naneser vi cel D>. <nanenode2>

By default, you can find the hdf s- si t e. xml file in the / et ¢/ hadoop/ conf directory on a node of the remote
cluster.

4. If you changed the nameservice ID for the remote cluster in step 2, update the nameservice ID used in the properties
you copied in step 3 with the new nameservice ID, accordingly.



The following example shows the properties copied from the remote cluster with the following values:

* Aremote nameservice called ext er nal naneser vi ce
e NameNodes called nanenodel and nanenode?2
¢ Ahost named r enot ecl ust er. com

<property>

<nane>df s. ha. nanenodes. ext er nal naneser vi ce</ nane>
<val ue>nanenodel, nanenode2</ val ue>

</ property>

<property>

<name>dfs. client.failover.proxy. provider.external naneservi ce</ nane>

<val ue>or g. apache. hadoop. hdf s. server. nanenode. ha. Confi gur edFai | over Pr oxyPr ovi der </ val ue>
</ property>

<property>

<nane>dfs. ha. aut omati c-f ai | over. enabl ed. ext er nal naneser vi ce</ nanme>
<val ue>true</ val ue>

</ property>

<property>

<name>df s. nanenode. r pc- addr ess. ext er nal naneser vi ce. nanenodel</ nane>
<val ue>r enot ecl ust er. com 8020</ val ue>

</ property>

<property>

<nanme>df s. namenode. servi cer pc- addr ess. ext er nal nameser vi ce. nanenodel</ nane>
<val ue>r enot ecl ust er. com 8022</ val ue>

</ property>

<property>

<name>df s. nanenode. htt p- addr ess. ext er nal naneser vi ce. nanenodel</ nane>
<val ue>r enot ecl ust er. com 20101</ val ue>

</ property>

<property>

<nanme>df s. namenode. htt ps- addr ess. ext er nal nanmeser vi ce. nanenodel</ nane>
<val ue>r enot ecl ust er. com 20102</ val ue>

</ property>

<property>

<name>df s. nanenode. r pc- addr ess. ext er nal naneser vi ce. nanmenode2</ nane>
<val ue>r enot ecl ust er. com 8020</ val ue>

</ property>

<property>

<nanme>df s. namenode. ser vi cer pc- addr ess. ext er nal nameser vi ce. nanenode2</ nane>
<val ue>r enot ecl ust er. com 8022</ val ue>

</ property>

<property>

<name>df s. nanenode. htt p- addr ess. ext er nal naneser vi ce. nanenode2</ nane>
<val ue>r enot ecl ust er. com 20101</ val ue>

</ property>

<property>

<nanme>df s. namenode. htt ps- addr ess. ext er nal nanmeser vi ce. nanenode2</ nane>
<val ue>r enot ecl ust er. com 20102</ val ue>

</ property>

At this point, the hdf s- si t e. xrl file in the di st cpConf directory should have both clusters and 4 NameNode
IDs.

5. Depending on the use case, the options specified when you run the di st cp may differ. Here are some examples:

E,i Note: The remote cluster can be either the source or the target. The examples provided specify
the remote cluster as the source.



To copy data from an insecure cluster, run the following command:

hadoop --config distcpConf distcp hdfs://<nanmeservi ce>/ <source_directory> <target
directory>

To copy data from a secure cluster, run the following command:

hadoop --config distcpConf distcp
- Dmapr educe. j ob. hdf s-servers. t oken-renewal . excl ude=<naneservi ce>
hdf s: // <nanmeser vi ce>/ <sour ce_di rectory> <target directory>

For example:

hadoop --config di stcpConf distcp -Drapreduce. job. hdf s-servers. token-renewal . excl ude=ns1
hdfs://nsl/xyz /tnp/test

If the di st cp source or target are in encryption zones, include the following di st cp options: - ski pcr ccheck
- updat e. The di st cp command may fail if you do not include these options when the source or target are in
encryption zones because the CRC for the files may differ.

For CDH 5.12.0 and later, di st cp between clusters that both use HDFS Transparent Encryption, you must include
the exclude parameter.

Using DistCp with Amazon S3

You can copy HDFS files to and from an Amazon S3 instance. You must provision an S3 bucket using Amazon Web
Services and obtain the access key and secret key. You can pass these credentials on the di st cp command line, or
you can reference a credential store to "hide" sensitive credentials so that they do not appear in the console output,
configuration files, or log files.

Amazon S3 block and native filesystems are supported with the s3a: // protocol.
Example of an Amazon S3 Block Filesystem URI: s3a: / / bucket _nane/ path/to/file

S3 credentials can be provided in a configuration file (for example, core-site.xml):

<property>
<name>f s. s3a. access. key</ nane>
<val ue>. .. </val ue>

</ property>

<property>
<name>f s. s3a. secr et . key</ nane>
<val ue>. .. </val ue>

</ property>

You can also enter the configurations in the Advanced Configuration Snippet for cor e-si t e. xml , which allows
Cloudera Manager to manage this configuration. See Custom Configuration on page 30.

You can also provide the credentials on the command line:
hadoop distcp -Dfs.s3a. access. key=... -Dfs.s3a.secret.key=... s3a://
For example:

hadoop di stcp -Dfs. s3a. access. key=nyAccessKey -Dfs. s3a. secret. key=nySecr et Key
/user/ hdf s/ nydata s3a:// myBucket/ nydat a_backup

o Important: Entering secrets on the command line is inherently insecure. These secrets may be accessed
in log files and other artifacts. Cloudera recommends that you use a credential provider to store
secrets. See Using a Credential Provider to Secure S3 Credentials on page 95.




E,i Note: Using the - di f f option with the di st cp command requires a DistributedFileSystem on both
the source and destination and is not supported when using di st cp to copy data to or from Amazon
S3.

Using a Credential Provider to Secure S3 Credentials

You can run the di st cp command without having to enter the access key and secret key on the command line. This
prevents these credentials from being exposed in console output, log files, configuration files, and other artifacts.
Running the command in this way requires that you provision a credential store to securely store the access key and
secret key. The credential store file is saved in HDFS.

E,i Note: Using a Credential Provider does not work with MapReduce vl (MRV1).

To provision credentials in a credential store:

1. Provision the credentials by running the following commands:

hadoop credential create fs.s3a.access. key -val ue access_key -provider
jceks://hdfs/path_to_credential _store_file
hadoop credential create fs.s3a.secret.key -val ue secret_key -provider
jceks://hdfs/path_to_credential _store_file

For example:

hadoop credential create fs.s3a.access. key -val ue foobar -provider
jceks:// hdfs/user/alicel homel/ keyst ores/ aws. j ceks
hadoop credential create fs.s3a.secret.key -value barfoo -provider
jceks:// hdfs/user/alicel hormel/ keyst ores/ aws. j ceks

You can omit the - val ue option and its value and the command will prompt the user to enter the value.

For more details on the hadoop credenti al command, see Credential Management (Apache Software

Foundation).

2. Copy the contents of the / et ¢/ hadoop/ conf directory to a working directory.
3. Add the following to the cor e- si t e. xnd file in the working directory:

<property>

<nane>hadoop. security.credenti al . provi der. pat h</ name>

<val ue>j ceks://hdfs/path_to_credential _store_fil e</val ue>
</ property>

4. Set the HADOOP_CONF_DI R environment variable to the location of the working directory:

export HADOOP_CONF_DI R=pat h_t o_wor ki ng_directory

After completing these steps, you can run the di st cp command using the following syntax:
hadoop di stcp source_path s3a://destination_path

You can also reference the credential store on the command line, without having to enter it in a copy of the
core-site.xnl file. You also do not need to set a value for HADOOP_CONF_DI R. Use the following syntax:

hadoop di stcp source_path s3a://bucket _nane/ destinati on_path
- Dhadoop. security.credenti al . provi der. pat h=j ceks://hdfspath_to_credential _store_file

There are additional options for the di st cp command. See DistCp Guide (Apache Software Foundation).
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Examples of DistCP Commands Using the S3 Protocol and Hidden Credentials
Copying files to Amazon S3

hadoop di stcp /user/ hdfs/ mydata s3a://nyBucket/ nmydat a_backup
Copying files from Amazon S3
hadoop di stcp s3a://nyBucket/ nmydata_backup //user/hdf s/ nydata

Copying files to Amazon S3 using the - f i | t er s option to exclude specified source files

You specify a file name with the - fi | t er s option. The referenced file contains regular expressions, one per line,
that define file name patterns to exclude from the di st cp job. The pattern specified in the regular expression
should match the fully-qualified path of the intended files, including the scheme (hdf s, webhdf s, s3a, etc.). For
example, the following are valid expressions for excluding files:

hdfs://x.y.z:8020/al b/ c
webhdfs://x.y.z:50070/al/ b/ c
s3a://bucket/albl/c

Reference the file containing the filter expressions using - f i | t er s option. For example:
hadoop distcp -filters /user/joe/nyFilters /user/hdfs/nydata s3a://nyBucket/nydata_backup
Contents of the sample nyFi | t er s file:

.*foo.*

.*Ibar/.*
hdfs://x.y.z:8020/tnp/.*
hdfs://x.y.z:8020/tnpl/filel

The regular expressions in the nyFi | t er s exclude the following files:

e . *fo0o0.* —excludes paths that contain the string "f 0o".

e . */bar/.* —excludes paths that include a directory named bar .

e hdfs://x.y.z:8020/tnp/.* —excludes all files in the / t np directory.

e hdfs://x.y.z:8020/tnpl/fil el—excludesthefile/tnpl/filel.
Copying files to Amazon S3 with the - over wr i t e option.

The - over wri t e option overwrites destination files that already exist.
hadoop distcp -overwite /user/hdfs/mydata s3a://user/nydata_backup

For more information aboutthe-filters,-overwite,andotheroptions, see DIstCp Guide: Command Line Options
(Apache Software Foundation).

Using DistCp with Microsoft Azure (ADLS)
You can use the di st cp command to copy data from ADLS to your cluster :

1. Configure connectivity to ADLS using one of the methods described in Configuring ADLS Connectivity for CDH on
page 521.

2. If you are copying data to or from Amazon S3, also configure connectivity to S3 as described above. See Using
DistCp with Amazon S3 on page 94

3. Use the following syntax to define the Hadoop Credstore:

export HADOOP_CONF_DI R=pat h_t o_wor ki ng_directory
export HADOOP_CREDSTORE_PASSWORD=hadoop_cr edst or e_passwor d

4. Run di st cp jobs using the following syntax:


https://hadoop.apache.org/docs/current/hadoop-distcp/DistCp.html#Command_Line_Options
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ADLS to local cluster:

hadoop distcp adl://store. azuredat al akestore. net/src hdfs://hdfs_destinati on_path
Local cluster to ADLS:
hadoop distcp hdfs://hdfs_destination_path adl://store. azuredat al akestore. net/src

You can also use di st cp to copy data between Amazon S3 and Microsoft ADLS.

S3 to ADLS:

hadoop di stcp s3a://user/ny_data adl ://Account _Name. azur edat al akest or e. net/ ny_dat a_backup/

ADL to S3:

hadoop di stcp s3a://user/ny_data adl ://Account _Name. azur edat al akest or e. net/ ny_dat a_backup/

Note that when copying data between these remote filesystems, the data is first copied form the source filesystem to
the local cluster before being copied to the destination filesystem.

Using DistCp with Microsoft Azure (WASB)
You can use the di st cp command to copy data from Azure WASB to your cluster :

1. Configure connectivity to Azure by setting the following property in core-si te. xm .

<property>
<nanme>f s. azure. account . key. your account . bl ob. cor e. wi ndows. net </ nane>
<val ue>your _access_key</val ue>

</ property>

Note that in practice, you should never store your Azure access key in cleartext. Protect your Azure credentials
using one of the methods described at Configuring Azure Blob Storage Credentials.

2. Run your di st cp jobs using the following syntax:

hadoop di stcp wasb:// <sanpl e_cont ai ner >@sanpl e_account >. bl ob. core. wi ndows. net/
/ hdf s_destination_path

Reference

e Upstream Hadoop documentation on Hadoop Support for Azure

Kerberos Setup Guidelines for Distcp between Secure Clusters
The guidelines mentioned in this section are only applicable for the following example deployment:

* You have two clusters, each in a different Kerberos realm (SOURCE and DESTI NATI ONin this example)

¢ You have data that needs to be copied from SOURCE to DESTI NATI ON

e A Kerberos realm trust exists, either between SOURCE and DESTI NATI ON (in either direction), or between both
SOURCE and DESTI NATI ONand a common third realm (such as an Active Directory domain).

e Both SOURCE and DESTI NATI ON clusters are running CDH 5.3.4 or higher

If your environment matches the one described above, use the following table to configure Kerberos delegation tokens
on your cluster so that you can successfully di st cp across two secure clusters. Based on the direction of the trust
between the SOURCE and DESTI NATI ON clusters, you can use the

mapr educe. j ob. hdf s-servers. t oken-renewal . excl ude property to instruct ResourceManagers on either
cluster to skip or perform delegation token renewal for NameNode hosts.
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E,i Note: For CDH 5.12.0 and later, you must use the
mapr educe. j ob. hdf s- servers. t oken-renewal . excl ude parameter if both clusters use the
HDFS Transparent Encryption feature.

Environment Type

Kerberos Delegation Token Setting

SOURCE trusts DESTI NATI ON

Distcp job runs on the You do not need to set the
DESTI NATI ONcluster napreduce. j ab. hdf s-servers. t oken-renevd . excl ude
property.

Distcp job runs on the SOURCE Set the

cluster napreduce. j ab. hdf s-servers. t oken-renevd . excl ude
property to a comma-separated list of the
hostnames of the NameNodes of the

DESTI NATI ONcluster.

DESTI NATI ON trusts SOURCE

Distcp job runs on the Set the

DESTI NATI ONcluster napr educe. j ab. hdf s-servers. t oken-renevd . excl ude
property to a comma-separated list of the
hostnames of the NameNodes of the SOURCE
cluster.

Distcp job runs on the SOURCE You do not need to set the
cluster napr educe. j ab. hdf s-servers. t oken-renevd . excl ude
property.

Both SOURCE and DESTI NATI ON
trust each other

Setthe mapr educe. j ob. hdf s- servers. t oken-renewal . excl ude property
to a comma-separated list of the hostnames of the NameNodes of the
DESTI NATI ONcluster.

Neither SOURCE nor DESTI NATI ON
trusts the other

If a common realm is usable (such as Active Directory), set the

mapr educe. j ob. hdf s- servers. t oken-renewal . excl ude property to a
comma-separated list of hostnames of the NameNodes of the cluster that is not
running the distcp job. For example, if you are running the job on the

DESTI NATI ONcluster:

1. ki ni t on any DESTI NATI ONYARN Gateway host using an AD account that
can be used on both SOURCE and DESTI NATI ON.

2. Run the distcp job as the hadoop user:

$ hadoop distcp

- Ddf s. nanmenode. ker ber os. princi pal . pattern=* \

- Dnapreduce. j db. hdfs-servers. t aken-renevd . exd ude=SARE m+host 1, SARE m-host 2
\

hdf s: // sour ce- nn- naneser vi ce/ source/ path \
/ dest i nation/path

By default, the YARN ResourceManager renews tokens for applications. The
mapr educe. j ob. hdf s- servers. t oken-renewal . excl ude property
instructs ResourceManagers on either cluster to skip delegation token renewal
for NameNode hosts.




Distcp between Secure Clusters in Different Kerberos Realms

Important: To use DistCp between two secure clusters in different Kerberos realms, you must use a

o single Kerberos principal that can authenticate to both realms. In other words, a Kerberos realm trust
relationship must exist between the source and destination realms. This can be a one-way trust (in
either direction), a bi-directional trust, or even multiple one-way trusts where both the source and
destination realms trust a third realm (such as an Active Directory domain).

If there is no trust relationship between the source and destination realms, you cannot use DistCp to
copy data between the clusters, but you can use Cloudera Backup and Data Recovery (BDR). For more
information, see Enabling Replication Between Clusters with Kerberos Authentication on page 404.

Additionally, both clusters must run a supported JDK version. For information about supported JDK
versions, see CDH 5 and Cloudera Manager 5 Requirements and Supported Versions.

This section explains how to copy data between two secure clusters in different Kerberos realms:
Configure Source and Destination Realms in kr b5. conf

Make sure that the kr b5. conf file on the client (from which the di st cp job is submitted) includes realm definitions
and mappings for both source and destination realms. For example:

[ real ns]
QA. EXAMPLE. COM = {
kdc = kdcO1l. ga. exanpl e. com 88
adm n_server = kdcOl. ga. exanpl e. com 749

DEV. EXAMPLE. COM = {
kdc = kdcO1l. dev. exanpl e. com 88
adm n_server = kdcO1l. dev. exanpl e.com 749

}

[ domai n_real nj

. ga. exanpl e. com = QA. EXAMPLE. COM
ga. exanpl e. com = QA. EXAMPLE. COM

. dev. exanpl e. com = DEV. EXAMPLE. COM
dev. exanpl e. com = DEV. EXAMPLE. COM

Configure HDFS RPC Protection and Acceptable Kerberos Principal Patterns

Setthe hadoop. r pc. prot ecti on property toaut hent i cat i onin both clusters. You can modify this property either
in hdf s- si te. xm , or using Cloudera Manager as follows:

1. Open the Cloudera Manager Admin Console.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS-1 (Service-Wide).

. Select Category > Security.

. Locate the Hadoop RPC Protection property and select aut hent i cati on.
7. Click Save Changes to commit the changes.
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The following steps are not required if the two realms are already set up to trust each other, or have the same principal
pattern. However, this isn't usually the case.

Set the df s. nanenode. ker ber os. pri nci pal . patt ern property to * to allow distcp irrespective of the principal
patterns of the source and destination clusters. You can modify this property either in hdf s- si t e. xnm on both
clusters, or using Cloudera Manager as follows:

1. Open the Cloudera Manager Admin Console.
2. Go to the HDFS service.

3. Click the Configuration tab.

4, Select Scope > Gateway.



5. Select Category > Advanced.
6. Edit the HDFS Client Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml property to add:

<property>
<nanme>df s. namenode. ker ber os. pri nci pal . patt er n</ nane>
<val ue>*</ val ue>

</ property>

7. Click Save Changes to commit the changes.
(If TLS/SSL is enabled) Specify Truststore Properties

The following properties must be configured in the ssl - cl i ent. xm file on the client submitting the distcp job to
establish trust between the target and destination clusters.

<property>

<nane>ssl|.client.truststore. |l ocati on</ nane>
<val ue>pat h_t o_t rust st ore</ val ue>

</ property>

<property>

<nanme>ssl.client.truststore. password</nanme>
<val ue>XXXXXX</ val ue>

</ property>

<property>
<nane>ssl.client.truststore.type</nane>

<val ue>j ks</ val ue>
</ property>

Set HADOOP_CONF to the Destination Cluster

Set the HADOOP_CONF path to be the destination environment. If you are not using HFTP, set the HADOOP_CONF path
to the source environment instead.

Launch Distcp

Authenticate using ki ni t on the client and then launch the di st cp job. For example:

hadoop di stcp hdfs://xyzO01l. dev. exanpl e. com 8020/ user/al i ce
hdf s: //abc01. ga. exanpl e. com 8020/ user/al i ce

If launching di st cp fails, force Kerberos to use TCP instead of UDP by adding the following parameter to the kr b5. conf
file on the client.

[I'i bdefaul ts]
udp_preference_linmt =1

Enabling Fallback Configuration

To enable the fallback configuration, for copying between secure and insecure clusters, add the following to the HDFS
configuration file, cor e- def aul t . xml , by using an advanced configuration snippet if you use Cloudera Manager, or
editing the file directly otherwise.

<property>
<nane>i pc. client. fall back-to-sinpl e-aut h-al | owed</ nane>
<val ue>true</val ue>

</ property>

Protocol Support for Distcp

The following table lists the protocols supported with the di st cp command on different versions of CDH. "Secure"
means that the cluster is configured to use Kerberos.
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E’; Note: Copying between a secure cluster and an insecure cluster is only supported with CDH 5.1.3
and higher (CDH 5.1.3+) in accordance with HDFS-6776.

CDH 4 CDH 4 Destination |webhdfs Secure hdfs or Secure
webhdfs
CDH 4 CDH 4 Source or hdfs or Secure hdfs or Secure
Destination |webhdfs webhdfs
CDH 4 CDH 4 Source or hdfs or Insecure hdfs or Insecure
Destination |webhdfs webhdfs
CDH 4 CDH 4 Destination Insecure hdfs or Insecure
webhdfs
CDH 4 CDHS5 Destination |webhdfs Secure webhdfs or |Secure
hdfs
CDH 4 CDH 5.1.3+ | Destination |webhdfs Insecure webhdfs Secure Yes
CDH 4 CDHS5 Destination |webhdfs Insecure webhdfs or | Insecure
hdfs
CDH 4 CDHS5 Source hdfs or Insecure webhdfs Insecure
webhdfs
CDH 5 CDH 4 Source or webhdfs Secure webhdfs Secure
Destination
CDH 5 CDH 4 Source hdfs Secure webhdfs Secure
CDH5.1.3+ |[CDH4 Source hdfs or Secure webhdfs Insecure Yes
webhdfs
CDH 5 CDH 4 Source or webhdfs Insecure webhdfs Insecure
Destination
CDH 5 CDH 4 Destination |webhdfs Insecure hdfs Insecure
CDH 5 CDH 4 Source hdfs Insecure webhdfs Insecure
CDH 5 CDH 4 Destination |webhdfs Insecure hdfs or Insecure
webhdfs
CDH 5 CDHS5 Source or hdfs or Secure hdfs or Secure
Destination |webhdfs webhdfs
CDH 5 CDHS5 Destination |webhdfs Secure hdfs or Secure
webhdfs
CDH5.1.3+ |[CDH5 Source hdfs or Secure hdfs or Insecure Yes
webhdfs webhdfs
CDH 5 CDH 5.1.3+ | Destination |hdfsor Insecure hdfs or Secure Yes
webhdfs webhdfs
CDH 5 CDH 5 Source or hdfs or Insecure hdfs or Insecure
Destination |webhdfs webhdfs
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Source Destination | Where to Source Source Destination |Destination | Fallback
Issue distcp | Protocol Config Protocol Config Config
Command Required
CDH 5 CDH 5 Destination | webhdfs Insecure hdfs or Insecure
webhdfs

Copying Data between a Secure and an Insecure Cluster using DistCp and WebHDFS

You can use DistCp and WebHDFS to copy data between a secure cluster and an insecure cluster. Note that when doing
this, the di st cp commands should be run from the secure cluster. by doing the following:

1. On the secure cluster, seti pc. cli ent. fal | back-t o-si npl e- aut h- al | owed to true in core-site.xml:

<property>
<nanme>i pc. client. fall back-to-sinpl e-auth-al | owed</ nane>
<val ue>t rue</ val ue>

</ property>

2. On the insecure cluster, add the secured cluster's realm name to the insecure cluster's configuration:

a. In the Cloudera Manager Admin Console for the insecure cluster, navigate to Clusters > <HDFS cluster>.
b. On the Configuration tab, search for Trusted Kerberos Realms and add the secured cluster's realm name.

Note that his does not require Kerberos to be enabled but is a necessary step to allow the simple auth fallback
to happen in the hdf s: // protocol.

c. Save the change.

3. Use commands such as the following from the secure cluster side only:

di stcp webhdfs://insecureCd uster webhdfs://secureC uster
di stcp webhdfs://secureC uster webhdfs://insecureC uster

Post-migration Verification

After migrating data between the two clusters, it is a good idea to use hadoop fs -1s /basePat h to verify the
permissions, ownership and other aspects of your files, and correct any problems before using the files in your new
cluster.

Decommissioning DataNodes Using the Command Line

Decommissioning a DataNode excludes it from a cluster after its data is replicated to active nodes. To decommision a
DataNode:

1. Create a file named df s. excl ude in the HADOOP_CONF_DIR (default is / et ¢/ hadoop/ conf ).
2. Add the name of each DataNode host to be decommissioned on individual lines.

3. Stop the TaskTracker on the DataNode to be decommissioned.

4. Add the following property to hdf s- si t e. xm on the NameNode host.

<property>
<name>df s. host s. excl ude</ nane>
<val ue>/ et ¢/ hadoop/ conf/ df s. excl ude</ val ue>
<property>

When a DataNode is marked for decommission, all of the blocks on that DataNode are marked as under replicated. In
the NameNode Ul under Decommissioning DataNodes you can see a total number of under replicated blocks, which
will reduce over time, indicating decommissioning progress.

Cloudera recommends that you decommission no more than two DataNodes at one time.



Stopping the Decommissioning Process
To stop the decommissioning process for a DataNode using the command line:

1. Remove the DataNode name from / et ¢/ hadoop/ conf/ df s. excl ude.
2. Run the command $ hdf s df sadmi n -refreshNodes.

Managing Individual Services

The following sections cover the configuration and management of individual CDH and other services that have specific
and unique requirements or options.

Managing the HBase Service

For information about how to perform HBase tasks such as starting and stopping HBase, writing data to HBase, and
importing data to HBase, see the Managing HBase section of the Apache HBase Guide.

Managing HDFS

The section contains configuration tasks for the HDFS service. For information on configuring HDFS for high availability,
see HDFS High Availability on page 280.

NameNodes

NameNodes maintain the namespace tree for HDFS and a mapping of file blocks to DataNodes where the data is stored.
A simple HDFS cluster can have only one primary NameNode, supported by a secondary NameNode that periodically
compresses the NameNode edits log file that contains a list of HDFS metadata modifications. This reduces the amount
of disk space consumed by the log file on the NameNode, which also reduces the restart time for the primary NameNode.
A high availability cluster contains two NameNodes: active and standby.

Formatting the NameNode and Creating the /tmp Directory
Formatting the NameNode and Creating the /tmp Directory Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

When you add an HDFS service, the wizard automatically formats the NameNode and creates the / t np directory on
HDFS. If you quit the wizard or it does not finish, you can format the NameNode and create the / t np directory outside
the wizard by doing these steps:

1. Stop the HDFS service if it is running. See Starting, Stopping, and Restarting Services on page 47.
. Click the Instances tab.

. Click the NameNode role instance.

. Select Actions > Format.

. Start the HDFS service.

6. Select Actions > Create /tmp Directory.
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Formatting the NameNode and Creating the /tmp Directory Using the Command Line

See Formatting the NameNode.

Backing Up and Restoring HDFS Metadata
Backing Up HDFS Metadata Using Cloudera Manager

HDFS metadata backups can be used to restore a NameNode when both NameNode roles have failed. In addition,
Cloudera recommends backing up HDFS metadata before a major upgrade.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
This backup method requires you to shut down the cluster.

1. Note the active NameNode.



2. Stop the cluster. It is particularly important that the NameNode role process is not running so that you can make
a consistent backup.

. Go to the HDFS service.

. Click the Configuration tab.

. In the Search field, search for "NameNode Data Directories" and note the value.

. On the active NameNode host, back up the directory listed in the NameNode Data Directories property. If more
than one is listed, make a backup of one directory, becaues each directory is a complete copy. For example, if the
NameNode data directory is / dat a/ df s/ nn, do the following as root:

[<) IS B ~ V3]

# cd /data/dfs/nn
# tar -cvf /root/nn_backup_data.tar

You should see output like this:

[ df s/ nn/ current

A

./ VERSI ON

./ edi ts_0000000000000000001- 0000000000000008777
./ edi ts_0000000000000008778- 0000000000000009337
./ edi ts_0000000000000009338- 0000000000000009897
./ edi ts_0000000000000009898- 0000000000000010463
./ edi ts_0000000000000010464- 0000000000000011023
<sni p>

./ edi ts_0000000000000063396- 0000000000000063958
./ edi ts_0000000000000063959- 0000000000000064522
./ edi ts_0000000000000064523- 0000000000000065091
./ edi ts_0000000000000065092- 0000000000000065648
./ edits_i nprogress_0000000000000065649

./ fsi mage_0000000000000065091

./ fsi mage_0000000000000065091. nd5

./ fsi mage_0000000000000065648

./ fsi mage_0000000000000065648. nd5

./seen_txid

If a file with the extension lock exists in the NameNode data directory, the NameNode most likely is still running.
Repeat the steps, beginning with shutting down the NameNode role.

Restoring HDFS Metadata From a Backup Using Cloudera Manager

The following process assumes a scenario where both NameNode hosts have failed and you must restore from a
backup.

1. Remove the NameNode, JournalNode, and Failover Controller roles from the HDFS service.

. Add the host on which the NameNode role will run.

. Create the NameNode data directory, ensuring that the permissions, ownership, and group are set correctly.
. Copy the backed up files to the NameNode data directory.

Add the NameNode role to the host.

. Add the Secondary NameNode role to another host.

. Enable high availability. If not all roles are started after the wizard completes, restart the HDFS service. Upon
startup, the NameNode reads the fsimage file and loads it into memory. If the JournalNodes are up and running
and there are edit files present, any edits newer than the fsimage are applied.
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Moving NameNode Roles

This section describes two procedures for moving NameNode roles. Both procedures require cluster downtime. If
highly availability is enabled for the NameNode, you can use a Cloudera Manager wizard to automate the migration
process. Otherwise you must manually delete and add the NameNode role to a new host.

After moving a NameNode, if you have a Hive or Impala service, perform the steps in NameNode Post-Migration Steps
on page 106.




Moving Highly Available NameNode, Failover Controller, and JournalNode Roles Using the Migrate Roles Wizard
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The Migrate Roles wizard allows you to move roles of a highly available HDFS service from one host to another. You
can use it to move NameNode, JournalNode, and Failover Controller roles.

Requirements and Limitations

¢ Nameservice federation (multiple namespaces) is not supported.

e This procedure requires cluster downtime, not a shutdown. The services discussed in this list must be running for
the migration to complete.

¢ The configuration of HDFS and services that depend on it must be valid.

¢ The destination host must be commissioned and healthy.

¢ The NameNode must be highly available using quorum-based storage.

e HDFS automatic failover must be enabled, and the cluster must have a running ZooKeeper service.

e If a Hue service is present in the cluster, its HDFS Web Interface Role property must refer to an HttpFS role, not
to a NameNode role.

¢ A majority of configured JournalNode roles must be running.
¢ The Failover Controller role that is not located on the source host must be running.

Before You Begin
Do the following before you run the wizard:

* On hosts running active and standby NameNodes, back up the data directories.

¢ On hosts running JournalNodes, back up the JournalNode edits directory.

¢ If the source host is not functioning properly, or is not reliably reachable, decommission the host.

¢ |f CDH and HDFS metadata was recently upgraded, and the metadata upgrade was not finalized, finalize the
metadata upgrade.

Running the Migrate Roles Wizard

1. If the host to which you want to move the NameNode is not in the cluster, follow the instructions in Adding a Host
to the Cluster on page 67 to add the host.

2. Go to the HDFS service.

3. Click the Instances tab.

4. Click the Migrate Roles button.

5. Click the Source Host text field and specify the host running the roles to migrate. In the Search field optionally
enter hostnames to filter the list of hosts and click Search.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Select the checkboxes next to the desired host. The list of available roles to migrate displays. Clear any roles you
do not want to migrate. When migrating a NameNode, the co-located Failover Controller must be migrated as
well.



6. Click the Destination Host text field and specify the host to which the roles will be migrated. On destination hosts,
indicate whether to delete data in the NameNode data directories and JournalNode edits directory. If you choose
not to delete data and such role data exists, the Migrate Roles command will not complete successfully.

7. Acknowledge that the migration process incurs service unavailability by selecting the Yes, | am ready to restart
the cluster now checkbox.

8. Click Continue. The Command Progress screen displays listing each step in the migration process.

9. When the migration completes, click Finish.

Moving a NameNode to a Different Host Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

E,i Note: This procedure requires cluster downtime.

1. If the host to which you want to move the NameNode is not in the cluster, follow the instructions in Adding a Host
to the Cluster on page 67 to add the host.

2. Stop all cluster services.

3. Make a backup of the df s. nane. di r directories on the existing NameNode host. Make sure you back up the
f si mage and edi t s files. They should be the same across all of the directories specified by the df s. nane. di r
property.

4. Copy the files you backed up from df s. nane. di r directories on the old NameNode host to the host where you
want to run the NameNode.

5. Go to the HDFS service.

6. Click the Instances tab.

7. Select the checkbox next to the NameNode role instance and then click the Delete button. Click Delete again to
confirm.

8. In the Review configuration changes page that appears, click Skip.

9. Click Add Role Instances to add a NameNode role instance.

10 Select the host where you want to run the NameNode and then click Continue.

1. Specify the location of the df s. nane. di r directories where you copied the data on the new host, and then click
Accept Changes.

12 Start cluster services. After the HDFS service has started, Cloudera Manager distributes the new configuration
files to the DataNodes, which will be configured with the IP address of the new NameNode host.

NameNode Post-Migration Steps
After moving a NameNode, if you have a Hive or Impala service, perform the following steps:

1. Go to the Hive service.

2. Stop the Hive service.

3. Select Actions > Update Hive Metastore NameNodes.

4. If you have an Impala service, restart the Impala service or run an | NVALI DATE METADATA query.

Sizing NameNode Heap Memory

Each workload has a unique byte-distribution profile. Some workloads can use the default JVM settings for heap
memory and garbage collection, but others require tuning. This topic provides guidance on sizing your NameNode JVM
if the dynamic heap settings cause a bottleneck.

All Hadoop processes run on a Java Virtual Machine (JVM). The number of JVMs depend on your deployment mode:

¢ Local (or standalone) mode - There are no daemons and everything runs on a single JVM.
¢ Pseudo-distributed mode - Each daemon (such as the NameNode daemon) runs on its own JVM on a single host.
¢ Distributed mode - Each daemon runs on its own JVM across a cluster of hosts.



The standard NameNode configuration is one active (and primary) NameNode for the entire namespace and one
Secondary NameNode for checkpoints (but not failover). A high- availability configuration replaces the Secondary
NameNode with a Standby NameNode that prevents a single point of failure. Each NameNode uses its own JVM.

Environment Variables

HADOOP_HEAPSIZE sets the JVM heap size for all Hadoop project servers such as HDFS, YARN, and MapReduce.
HADOOP_HEAPSIZE is an integer passed to the JVM as the maximum memory (Xmx) argument. For example:

HADOOP_HEAPSI ZE=1024

HADOOP_NAMENODE_OPTS is specific to the NameNode and sets all JVM flags, which must be specified.
HADOOP_NAMENODE_OPTS overrides the HADOOP_HEAPSIZE Xmx value for the NameNode. For example:

HADOOP_NAMENCDE_OPTS=- Xn51024m - Xmx1024m - XX: +UsePar NewGC - XX: +UseConcMar kSweepGC
- XX: GBI ni ti ati ngQccupancyFracti on=70 - XX: +CMSPar al | el Remar kEnabl ed
- XX: +Print TenuringDi stribution - XX: OnQut O Menor yError ={{ AGENT_COVMON DI R} }/ ki | | parent . sh

Both HADOOP_NAMENODE_OPTS and HADOOP_HEAPSIZE are stored in / et ¢/ hadoop/ conf / hadoop- env. sh.
Monitoring Heap Memory Usage
You can monitor your heap memory usage several ways:

¢ Cloudera Manager: Look at the NameNode chart for heap memory usage. If you need to build the chart from
scratch, run:

sel ect jvm max_nenory_nb, jvm heap_used_nb where rol eType="NaneNode"

* NameNode Web Ul: Scroll down to the Summary and look for "Heap Memory used."
e Command line: Generate a heap dump.

Files and Blocks

In HDFS, data and metadata are decoupled. Data files are split into block files that are stored, and replicated, on
DataNodes across the cluster. The filesystem namespace tree and associated metadata are stored on the NameNode.

Namespace objects are file inodes and blocks that point to block files on the DataNodes. These namespace objects are
stored as a file system image (fsimage) in the NameNode's memory and also persist locally. Updates to the metadata
are written to an edit log. When the NameNode starts, or when a checkpoint is taken, the edits are applied, the log is
cleared, and a new fsimage is created.

o Important: The NameNode keeps the entire namespace image in memory. The Secondary NameNode,
on its own JVM, does the same when creating an image checkpoint.

On average, each file consumes 1.5 blocks of storage. That is, the average file is split into two block files—one that
consumes the entire allocated block size and a second that consumes half of that. On the NameNode, this same average
file requires three namespace objects—one file inode and two blocks.

Disk Space versus Namespace

The CDH default block size (dfs.blocksize) is set to 128 MB. Each namespace object on the NameNode consumes
approximately 150 bytes.

On DataNodes, data files are measured by disk space consumed—the actual data length—and not necessarily the full
block size. For example, a file that is 192 MB consumes 192 MB of disk space and not some integral multiple of the
block size. Using the default block size of 128 MB, a file of 192 MB is split into two block files, one 128 MB file and one
64 MB file. On the NameNode, namespace objects are measured by the number of files and blocks. The same 192 MB
file is represented by three namespace objects (1 file inode + 2 blocks) and consumes approximately 450 bytes of
memory.
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Large files split into fewer blocks generally consume less memory than small files that generate many blocks. One data
file of 128 MB is represented by two namespace objects on the NameNode (1 file inode + 1 block) and consumes
approximately 300 bytes of memory. By contrast, 128 files of 1 MB each are represented by 256 namespace objects
(128 file inodes + 128 blocks) and consume approximately 38,400 bytes. The optimal split size, then, is some integral
multiple of the block size, for memory management as well as data locality optimization.

By default, Cloudera Manager allocates a maximum heap space of 1 GB for every million blocks (but never less than 1
GB). How much memory you actually need depends on your workload, especially on the number of files, directories,
and blocks generated in each namespace. If all of your files are split at the block size, you could allocate 1 GB for every
million files. But given the historical average of 1.5 blocks per file (2 block objects), a more conservative estimate is 1
GB of memory for every million blocks.

o Important: Cloudera recommends 1 GB of NameNode heap space per million blocks to account for
the namespace objects, necessary bookkeeping data structures, and the remote procedure call (RPC)
workload. In practice, your heap requirements will likely be less than this conservative estimate.

Replication

The default block replication factor (dfs.replication) is three. Replication affects disk space but not memory consumption.
Replication changes the amount of storage required for each block but not the number of blocks. If one block file on
a DataNode, represented by one block on the NameNode, is replicated three times, the number of block files is tripled
but not the number of blocks that represent them.

With replication off, one file of 192 MB consumes 192 MB of disk space and approximately 450 bytes of memory. If
you have one million of these files, or 192 TB of data, you need 192 TB of disk space and, without considering the RPC
workload, 450 MB of memory: (1 million inodes + 2 million blocks) * 150 bytes. With default replication on, you need
576 TB of disk space: (192 TB * 3) but the memory usage stay the same, 450 MB. When you account for bookkeeping
and RPCs, and follow the recommendation of 1 GB of heap memory for every million blocks, a much safer estimate
for this scenario is 2 GB of memory (with or without replication).

Examples
Example 1: Estimating NameNode Heap Memory Used

Alice, Bob, and Carl each have 1 GB (1024 MB) of data on disk, but sliced into differently sized files. Alice and Bob have
files that are some integral of the block size and require the least memory. Carl does not and fills the heap with
unnecessary namespace objects.

Alice: 1 x 1024 MB file

e 1fileinode
e 8blocks (1024 MB / 128 MB)

Total = 9 objects * 150 bytes = 1,350 bytes of heap memory
Bob: 8 x 128 MB files

¢ 8fileinodes
e 8 blocks

Total = 16 objects * 150 bytes = 2,400 bytes of heap memory
Carl: 1,024 x 1 MB files

e 1,024 file inodes
e 1,024 blocks

Total = 2,048 objects * 150 bytes = 307,200 bytes of heap memory
Example 2: Estimating NameNode Heap Memory Needed

In this example, memory is estimated by considering the capacity of a cluster. Values are rounded. Both clusters
physically store 4800 TB, or approximately 36 million block files (at the default block size). Replication determines how
many namespace blocks represent these block files.


https://books.google.com/books?id=6BmkBwAAQBAJ&printsec=frontcover&dq=hadoop+the+definitive+guide+4th+edition&hl=en&sa=X&ved=0ahUKEwiMjeipic3KAhVHzWMKHQxQBm4Q6AEIMDAA#v=onepage&q=data%20locality&f=false

Cluster A: 200 hosts of 24 TB each = 4800 TB.

¢ Blocksize=128 MB, Replication=1

e Cluster capacity in MB: 200 * 24,000,000 MB = 4,800,000,000 MB (4800 TB)

¢ Disk space needed per block: 128 MB per block * 1 = 128 MB storage per block
e Cluster capacity in blocks: 4,800,000,000 MB / 128 MB = 36,000,000 blocks

At capacity, with the recommended allocation of 1 GB of memory per million blocks, Cluster A needs 36 GB of maximum
heap space.

Cluster B: 200 hosts of 24 TB each = 4800 TB.

¢ Blocksize=128 MB, Replication=3

e Cluster capacity in MB: 200 * 24,000,000 MB = 4,800,000,000 MB (4800 TB)

e Disk space needed per block: 128 MB per block * 3 = 384 MB storage per block
e Cluster capacity in blocks: 4,800,000,000 MB / 384 MB = 12,000,000 blocks

At capacity, with the recommended allocation of 1 GB of memory per million blocks, Cluster B needs 12 GB of maximum
heap space.

Both Cluster A and Cluster B store the same number of block files. In Cluster A, however, each block file is unique and
represented by one block on the NameNode; in Cluster B, only one-third are unique and two-thirds are replicas.

Backing Up and Restoring NameNode Metadata

This topic describes the steps for backing up and restoring NameNode metadata.

Backing Up NameNode Metadata
This section describes how to back up NameNode metadata.

1. Make a single backup of the VERSION file. This does not need to be backed up regularly as it does not change, but
it is important since it contains the clusterID, along with other details.

2. Use the following command to back up the NameNode metadata. It automatically determines the active NameNode,
retrieves the current fsimage, and places it in the defined backup_dir.

$ hdfs dfsadmin -fetchl mage backup_dir

On startup, the NameNode process reads the f si mage file and commits it to memory. If the JournalNodes are up and
running, and there are edit files present, any edits newer than the f si mage are also applied. If the JournalNodes are
unavailable, it is possible to lose any data transferred in the interim.

Restoring NameNode Metadata

This section describes how to restore NameNode metadata. If both the NameNode and the secondary NameNode
were to suddenly go offline, you can restore the NameNode by doing the following:

1. Add a new host to your Hadoop cluster.

2. Add the NameNode role to the host. Make sure it has the same hostname as the original NameNode.

3. Create a directory path for the NameNode nane. di r (for example, / df s/ nn/ cur r ent ), ensuring that the
permissions are set correctly.

4. Copy the VERSI ONand latest f si nage file to the /df s/ nn/current directory.

5. Run the following command to create the md5 file for the fsimage.

$ md5sum f si mage > fsi mage. md5

6. Start the NameNode process.



DataNodes

DataNodes store data in a Hadoop cluster and is the name of the daemon that manages the data. File data is replicated
on multiple DataNodes for reliability and so that localized computation can be executed near the data. Within a cluster,
DataNodes should be uniform. If they are not uniform, issues can occur. For example, DataNodes with less memory
fill up more quickly than DataNodes with more memory, which can result in job failures.

o Important: The default replication factor for HDFS is three. That is, three copies of data are maintained
at all times. Cloudera recommends that you do not configure a lower replication factor when you
have at least three DataNodes. A lower replication factor may lead to data loss.

How NameNode Manages Blocks on a Failed DataNode

After a period without any heartbeats (10.5 minutes by default), a DataNode is considered dead. When this happens,
the NameNode performs the following actions to maintain the configured replication factor (3x replication by default):

1. The NameNode determines which blocks were on the failed DataNode.
2. The NameNode locates other DataNodes with copies of these blocks.

3. The DataNodes with block copies are instructed to copy those blocks to other DataNodes to maintain the configured
replication factor.

Keep the following in mind when working with dead DataNodes:

¢ |f the DataNode failed due to a disk failure, follow the procedure in Replacing a Disk on a DataNode Host on page
110 or Performing Disk Hot Swap for DataNodes on page 112 to bring a repaired DataNode back online. If a DataNode
failed to heartbeat for other reasons, they need to be recommissioned to be added back to the cluster. For more
information, see Recommissioning Hosts on page 75

¢ |f a DataNode rejoins the cluster, there is the possibility that there will be a surplus of replicas for blocks that were
on that DataNode. The NameNode will randomly remove excess replicas adhering to Rack-Awareness policies.

Replacing a Disk on a DataNode Host
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

For CDH 5.3 and higher, see Performing Disk Hot Swap for DataNodes on page 112.

If one of your DataNode hosts experiences a disk failure, follow this process to replace the disk:

1. Stop managed services.
. Decommission the DataNode role instance.
. Replace the failed disk.
. Recommission the DataNode role instance.

. Run the HDFS f sck utility to validate the health of HDFS. The utility normally reports over-replicated blocks
immediately after a DataNode is reintroduced to the cluster, which is automatically corrected over time.

6. Start managed services.
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Removing a DataNode
Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Full Administrator)

1. The number of DataNodes in your cluster must be greater than or equal to the replication factor you have configured
for HDFS. (This value is typically 3.) In order to satisfy this requirement, add the DataNode roles on other hosts as
required and start the role instances before removing any DataNodes .

2. Ensure the DataNode that is to be removed is running

3. Decommission the DataNode role. When asked to select the role instance to decommission, select the DataNode
role instance.

4. The decommissioning process moves the data blocks to the other available DataNodes.

Important: There must be at least as many DataNodes running as the replication factor or the
decommissioning process will not complete.



5. Once decommissioning is completed, stop the DataNode role. When asked to select the role instance to stop,
select the DataNode role instance.

6. Verify that the integrity of the HDFS service:

a. Run the following command to identify any problems in the HDFS file system:

hdfs fsck /

b. Fix any errors reported by the f sck command. If required, create a Cloudera support case.

7. After all errors are resolved:

a. Remove the DataNode role.

b. Manually remove the DataNode data directories. You can determine the location of these directories by
examining the DataNode Data Directory property in the HDFS configuration. In Cloudera Manager, go to the
HDFS service, select the Configuration tab and search for the property.

Configuring Storage Directories for DataNodes

Adding and Removing Storage Directories Using Cloudera Manager

Adding Storage Directories
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Go to the HDFS service.

2. Click the Configuration tab.
3. Select Scope > DataNode.
4

. Add the new storage directory to the DataNode Data Directory property. To specify the storage type for HDFS
heterogenous storage, add the storage type, surrounded by brackets, at the front of the path. For example:
[ SSD] / dat a/ exanpl e_dir/

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

5. Click Save Changes to commit the changes.
6. Restart the DataNode.

o Important: You must restart the DataNodes for heterogenous storage configuration changes to
take effect.

Removing Storage Directories
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Stop the cluster.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > DataNode.

. Remove the current directories and add new ones to the DataNode Data Directory property.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.
. Copy the contents under the old directory to the new directory.
8. Start the cluster.

~


https://www.cloudera.com/user/login.html

Configuring Storage Balancing for DataNodes

You can configure HDFS to distribute writes on each DataNode in a manner that balances out available storage among
that DataNode's disk volumes.

By default a DataNode writes new block replicas to disk volumes solely on a round-robin basis. You can configure a
volume-choosing policy that causes the DataNode to take into account how much space is available on each volume
when deciding where to place a new replica.

You can configure

¢ how much DataNode volumes are allowed to differ in terms of bytes of free disk space before they are considered

imbalanced, and

¢ what percentage of new block allocations will be sent to volumes with more available disk space than others.

Configuring Storage Balancing for DataNodes Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1.
. Click the Configuration tab.
. Select Scope > DataNode.
. Select Category > Advanced.
. Configure the following properties (you can use the Search box to locate the properties):
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Go to the HDFS service.

Property

Value

Description

df s. dat anode.
f sdat aset.
vol une. choosi ng.

policy

or g. apache. hadoop.
hdf s. server. dat anode.
f sdat aset .

Avai | abl eSpace\dl uneChoosi ngRdl i cy

Enables storage balancing among the DataNode's
volumes.

df s. dat anode.

avai | abl e- space-
vol une- choosi ng-
pol i cy. bal anced-
space-threshol d

10737418240 (default)

The amount by which volumes are allowed to differ
from each other in terms of bytes of free disk space
before they are considered imbalanced. The default
is 10737418240 (10 GB).

If the free space on each volume is within this range
of the other volumes, the volumes will be
considered balanced and block assignments will be
done on a pure round-robin basis.

df s. dat anode.

avai | abl e- space-
vol une- choosi ng-
pol i cy. bal anced-
space- pr ef erence-
fraction

0.75 (default)

What proportion of new block allocations will be
sent to volumes with more available disk space than
others. The allowable range is 0.0-1.0, but set it in
the range 0.5 - 1.0 (that is, 50-100%), since there
should be no reason to prefer that volumes with
less available disk space receive more block
allocations.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.

7.

Restart the role.

Configuring Storage Balancing for DataNodes Using the Command Line

This section applies to unmanaged deployments without Cloudera Manager. See Configuring Storage Balancing for
DataNodes.

Performing Disk Hot Swap for DataNodes

This section describes how to replace HDFS disks without shutting down a DataNode. This is referred to as hot swap.




n Warning: Requirements and Limitations

e Hot swap is supported for CDH 5.4 and higher.

e Hot swap can only add disks with empty data directories.

e Removing a disk does not move the data off the disk, which could potentially result in data loss.
¢ Do not perform hot swap on multiple hosts at the same time.

Performing Disk Hot Swap for DataNodes Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1.
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Configure data directories to remove the disk you are swapping out:

. Go to the HDFS service.

. Click the Instances tab.

In the Role Type column, click on the affected DataNode.
. Click the Configuration tab.

. Select Scope > DataNode.

Select Category > Main.

. Change the value of the DataNode Data Directory property to remove the directories that are mount points
for the disk you are removing.
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Warning: Change the value of this property only for the specific DataNode instance where
A you are planning to hot swap the disk. Do not edit the role group value for this property.
Doing so will cause data loss.

. Click Save Changes to commit the changes.

. Refresh the affected DataNode. Select Actions > Refresh DataNode configuration.

. Remove the old disk and add the replacement disk.

. Change the value of the DataNode Data Directory property to add back the directories that are mount points for

the disk you added.

. Click Save Changes to commit the changes.
. Refresh the affected DataNode. Select Actions > Refresh DataNode configuration.
. Runthe hdf s fsck / command to validate the health of HDFS.

Performing Disk Hot Swap for DataNodes Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

Use these instructions to perform hot swap of disks in a cluster that is not managed by Cloudera Manager

To add and remove disks:

1.

If you are adding disks, format and mount them.

2. Change the value of df s. dat anode. dat a. di r in hdf s-si t e. xml on the DataNode to reflect the directories

that will be used from now on (add new points and remove obsolete ones). For more information, see the
instructions for DataNodes under Configuring Local Storage Directories.

. Start the reconfiguration process:


http://www.cloudera.com/content/support/en/documentation.html

¢ |f Kerberos is enabled:

$ kinit -kt /path/to/hdfs. keytab hdfs/<fully.qualified.domain. name@OUR- REALM COV> &&
df sadm n -reconfig datanode HOST: PORT start

e |f Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadmin -reconfi g datanode HOST: PORT start

where HOST:PORT is the DataNode's df s. dat anode. i pc. addr ess (or its hostname and the port specified in
df s. dat anode. i pc. addr ess; for example dnhost 1. exanpl e. com 5678)

To check on the progress of the reconfiguration, you can use the st at us option of the command; for example,
if Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadnmin -reconfig datanode HOST: PORT st at us

4. Once the reconfiguration is complete, unmount any disks you have removed from the configuration.
5. Run the HDFS f sck utility to validate the health of HDFS.

To perform maintenance on a disk:

1. Change the value of df s. dat anode. dat a. di r inhdf s- si t e. xm onthe DataNode to exclude the mount point
directories that reside on the affected disk and reflect only the directories that will be used during the maintenance
window. For more information, see the instructions for DataNodes under Configuring Local Storage Directories.

2. Start the reconfiguration process:

¢ |f Kerberos is enabled:

$ kinit -kt /path/to/hdfs. keytab hdfs/<fully.qualified.domai n. name@OUR- REALM COV> &&
df sadm n -reconfig datanode HOST: PORT start

e |f Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadmin -reconfig datanode HOST: PORT start

where HOST:PORT is the DataNode's df s. dat anode. i pc. addr ess, or its hostname and the port specified in
df s. dat anode. i pc. addr ess.

To check on the progress of the reconfiguration, you can use the st at us option of the command; for example,
if Kerberos is not enabled:

$ sudo -u hdfs hdfs dfsadnmin -reconfig datanode HOST: PORT st at us

. Once the reconfiguration is complete, unmount the disk.

Perform maintenance on the disk.

. Remount the disk.

. Change the value of df s. dat anode. dat a. di r again to reflect the original set of mount points.
. Repeat step 2.

. Run the HDFS f sck utility to validate the health of HDFS.
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JournalNodes

High-availabilty clusters use JournalNodes to synchronize active and standby NameNodes. The active NameNode writes
to each JournalNode with changes, or "edits," to HDFS namespace metadata. During failover, the standby NameNode
applies all edits from the JournalNodes before promoting itself to the active state.



Moving the JournalNode Edits Directory
Moving the JournalNode Edits Directory for an Role Instance Using Cloudera Manager

To change the location of the edits directory for one JournalNode instance:
1. Reconfigure the JournalNode Edits Directory.

. Go to the HDFS service in Cloudera Manager.

. Click JournalNode under Status Summary.

Click the JournalNode link for the instance you are changing.

. Click the Configuration tab.

. Setdf s. j our nal node. edi ts. di r to the path of the new j n directory.
Click Save Changes.
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2. Move the location of the JournalNode (j n) directory at the command line:
a. Connect to host of the JournalNode.
b. Copy the JournalNode (j n) directory to its new location with the - a option to preserve permissions:
cp -a /<old_path_to_jn_dir>/jn /<new path_to_jn_dir>/jn
¢. Rename the old j n directory to avoid confusion:

my /<old_path_to_jn_dir>/jn /<old_path_to_jn_dir>/jn_to_delete

3. Redeploy the HDFS client configuration:

a. Go to the HDFS service.
b. Select Actions > Deploy Client Configuration.

4. Perform a Rolling Restart on page 48 for HDFS by selecting Actions > Rolling Restart. Use the default settings.
5. From the command line, delete the old j n_t o_del et e directory.

Moving the JournalNode Edits Directory for a Role Group Using Cloudera Manager
To change the location of the edits directory for each JournalNode in the JournalNode Default Group:
1. Stop all services on the cluster in Cloudera Manager:

a. Go to the Cluster.
b. Select Actions > Stop.

2. Find the list of JournalNode hosts:

a. Go to the HDFS service.
b. Click JournalNode under Status Summary.

3. Move the location of each JournalNode (j n) directory at the command line:

a. Connect to each host with a JournalNode.
b. Per host, copy the JournalNode (j n) directory to its new location with the - a option to preserve permissions:

cp -a /<old_path_to_jn_dir>/jn /<new path_to_jn_dir>/jn
c. Per host, rename the old j n directory to avoid confusion:

mvy /<old_path_to_jn_dir>/jn /<old_path_to_jn_dir>/jn_to_delete

4. Reconfigure the JournalNode Default Group:

a. Go to the HDFS service.
b. Click the Configuration tab.



c. Click JournalNode under Scope.
d. Setdf s. j our nal node. edi t s. di r to the path of the new j n directory for all JournalNodes in the group.
e. Click Save Changes.

5. Redeploy the client configuration for the cluster:

a. Go to the Cluster.
b. Select Actions > Deploy Client Configuration.

6. Start all services on the cluster by selecting Actions > Start.
7. Delete the old j n_t o_del et e directories from the command line.

Moving JournalNodes Across Hosts

To move JournalNodes to a new host, see Moving Highly Available NameNode, Failover Controller, and JournalNode
Roles Using the Migrate Roles Wizard on page 105.

Configuring Short-Circuit Reads

So-called "short-circuit" reads bypass the DataNode, allowing a client to read the file directly, as long as the client is
co-located with the data. Short-circuit reads provide a substantial performance boost to many applications and help
improve HBase random read profile and Impala performance.

Short-circuit reads require | i bhadoop. so (the Hadoop Native Library) to be accessible to both the server and the
client. | i bhadoop. so is not available if you have installed from a tarball. You must install from an . r pm . deb, or
parcel to use short-circuit local reads.

Configuring Short-Circuit Reads Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

E’; Note: Short-circuit reads are enabled by default in Cloudera Manager.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > Gateway or HDFS (Service-Wide).
. Select Category > Performance.

. Locate the Enable HDFS Short Circuit Read property or search for it by typing its name in the Search box. Check
the box to enable it.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.

Configuring Short-Circuit Reads Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

e This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

Configure the following properties in hdf s- si t e. xm to enable short-circuit reads in a cluster that is not managed
by Cloudera Manager:

<property> ) ) )
<nane>dfs. client.read. shortcircuit</nanme>
<val ue>true</ val ue>


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-common/NativeLibraries.html
http://www.cloudera.com/content/support/en/documentation.html

</ property>

<property>
<nane>dfs.client.read. shortcircuit.streans. cache. si ze</ nane>
<val ue>1000</ val ue>

</ property>

<property>
<name>dfs.client.read.shortcircuit.streans.cache. expiry. ns</ nane>
<val ue>10000</ val ue>

</ property>

<property>

<nane>df s. domai n. socket . pat h</ name>

<val ue>/ var/ run/ hadoop- hdf s/ dn. _PORT</ val ue>
</ property>

E,’ Note: The text PORT appears just as shown; you do not need to substitute a number.

If / var/ run/ hadoop- hdf s/ is group-writable, make sure its group is r oot .

Configuring HDFS Trash

The Hadoop trash feature helps prevent accidental deletion of files and directories. When you delete a file in HDFS,
the file is not immediately expelled from HDFS. Deleted files are first moved to the

[ user/ <user nane>/ . Trash/ Cur r ent directory, with their original filesystem path being preserved. After a
user-configurable period of time (f s. t rash. i nt er val ), a process known as trash checkpointing renames the Cur r ent
directory to the current timestamp, thatis, / user/ <user name>/ . Tr ash/ <t i mest anp>. The checkpointing process
also checks the rest of the . Tr ash directory for any existing timestamp directories and removes them from HDFS
permanently. You can restore files and directories in the trash simply by moving them to a location outside the . Tr ash
directory.

o Important:

e Thetrash feature is disabled by default. Cloudera recommends that you enable it on all production
clusters.

e The trash feature works by default only for files and directories deleted using the Hadoop shell.
Files or directories deleted programmatically using other interfaces (WebHDFS or the Java APlIs,
for example) are not moved to trash, even if trash is enabled, unless the program has implemented
a call to the trash functionality. (Hue, for example, implements trash as of CDH 4.4.)

Users can bypass trash when deleting files using the shell by specifying the - ski pTr ash option
tothe hadoop fs -rm -r command. This can be useful when it is necessary to delete files that
are too large for the user's quota.

Trash Behavior with HDFS Transparent Encryption Enabled

Starting with CDH 5.7.1, you can delete files or directories that are part of an HDFS encryption zone. As is evident from
the procedure described above, moving and renaming files or directories is an important part of trash handling in
HDFS. However, currently HDFS transparent encryption only supports renames within an encryption zone. To
accommodate this, HDFS creates a local . Tr ash directory every time a new encryption zone is created. For example,
when you create an encryption zone, / enc_zone, HDFS will also create the / enc_zone/ . Tr ash/ sub-directory. Files
deleted from enc_zone are moved to/ enc_zone/ . Tr ash/ <user name>/ Cur r ent / . After the checkpoint, the
Cur r ent directory is renamed to the current timestamp, / enc_zone/ . Tr ash/ <user nane>/ <t i nest anp>.

If you delete the entire encryption zone, it will be moved to the . Tr ash directory under the user's home directory,
| user s/ <user nanme>/ . Trash/ Current/ enc_zone. Trash checkpointing will occur only after the entire zone has



been moved to/ user s/ <user nane>/ . Tr ash. However, if the user's home directory is already part of an encryption
zone, then attempting to delete an encryption zone will fail because you cannot move or rename directories across
encryption zones.

If you have upgraded your cluster to CDH 5.7.1 (or higher), and you have an encryption zone that was created before
the upgrade, create the . Tr ash directory using the - pr ovi si onTr ash option as follows:

$ hdfs crypto -provisionTrash -path /enc_zone

In CDH 5.7.0, HDFS does not automatically create the . Tr ash directory when an encryption zone is created. However,
you can use the following commands to manually create the . Tr ash directory within an encryption zone. Make sure
you run the commands as an admin user.

$ hdfs dfs -nkdir /enc_zone/. Trash
$ hdfs dfs -chnod 1777 /enc_zone/. Trash

Configuring HDFS Trash Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Enabling and Disabling Trash

1. Go to the HDFS service.

2. Click the Configuration tab.

3. Select Scope > Gateway.

4. Select or clear the Use Trash checkbox.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

5. Click Save Changes to commit the changes.
6. Restart the cluster and deploy the cluster client configuration.

Setting the Trash Interval

1. Go to the HDFS service.
. Click the Configuration tab.
. Select Scope > NameNode.

. Specify the Filesystem Trash Interval property, which controls the number of minutes after which a trash checkpoint
directory is deleted and the number of minutes between trash checkpoints. For example, to enable trash so that
deleted files are deleted after 24 hours, set the value of the Filesystem Trash Interval property to 1440.

A WN

E’; Note: The trash interval is measured from the point at which the files are moved to trash, not
from the last time the files were modified.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

5. Click Save Changes to commit the changes.
6. Restart all NameNodes.

Configuring HDFS Trash Using the Command Line
See Enabling Trash.

HDFS Balancers

HDFS data might not always be distributed uniformly across DataNodes. One common reason is addition of new
DataNodes to an existing cluster. HDFS provides a balancer utility that analyzes block placement and balances data
across the DataNodes. The balancer moves blocks until the cluster is deemed to be balanced, which means that the



utilization of every DataNode (ratio of used space on the node to total capacity of the node) differs from the utilization
of the cluster (ratio of used space on the cluster to total capacity of the cluster) by no more than a given threshold
percentage. The balancer does not balance between individual volumes on a single DataNode.

Configuring and Running the HDFS Balancer Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

In Cloudera Manager, the HDFS balancer utility is implemented by the Balancer role. The Balancer role usually shows
a health of None on the HDFS Instances tab because it does not run continuously.

The Balancer role is normally added (by default) when the HDFS service is installed. If it has not been added, you must
add a Balancer role to rebalance HDFS and to see the Rebalance action.

Configuring the Balancer Threshold

The Balancer has a default threshold of 10%, which ensures that disk usage on each DataNode differs from the overall
usage in the cluster by no more than 10%. For example, if overall usage across all the DataNodes in the cluster is 40%
of the cluster's total disk-storage capacity, the script ensures that DataNode disk usage is between 30% and 50% of
the DataNode disk-storage capacity. To change the threshold:

1. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > Balancer.

. Select Category > Main.

. Set the Rebalancing Threshold property.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.

Configuring Concurrent Moves

The property df s. dat anode. bal ance. max. concurrent. noves sets the maximum number of threads used by
the DataNode balancer for pending moves. It is a throttling mechanism to prevent the balancer from taking too many
resources from the DataNode and interfering with normal cluster operations. Increasing the value allows the balancing
process to complete more quickly, decreasing the value allows rebalancing to complete more slowly, but is less likely
to compete for resources with other tasks on the DataNode. To use this property, you need to set the value on both
the DataNode and the Balancer.

¢ To configure the Datanode:

Go to the HDFS service.

Click the Configuration tab.

Search for DataNode Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml.
Add the following code to the configuration field, for example, setting the value to 50.

<property>
<nane>df s. dat anode. bal ance. nax. concurrent . noves</ nane>
<val ue>50</ val ue>

</ property>

— Restart the DataNode.

¢ To configure the Balancer:

1. Go to the HDFS service.
2. Click the Configuration tab.
3. Search for Balancer Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml.



4. Add the following code to the configuration field, for example, setting the value to 50.

<property>
<nane>df s. dat anode. bal ance. nax. concurrent . noves</ nane>
<val ue>50</ val ue>

</ property>

Running the Balancer

1. Go to the HDFS service.

2. Ensure the service has a Balancer role.

3. Select Actions > Rebalance.

4. Click Rebalance to confirm. If you see a Finished status, the Balancer ran successfully.

Configuring and Running the HDFS Balancer Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

The HDFS balancer re-balances data across the DataNodes, moving blocks from overutilized to underutilized nodes.
As the system administrator, you can run the balancer from the command-line as necessary -- for example, after adding
new DataNodes to the cluster.

Points to note:

e The balancer requires the capabilities of an HDFS superuser (for example, the hdf s user) to run.
e The balancer does not balance between individual volumes on a single DataNode.
¢ You can run the balancer without parameters, as follows:

sudo -u hdfs hdfs bal ancer

’ Note: If Kerberos is enabled, do not use commands in the form sudo -u <user > hadoop

El <command>; they will fail with a security error. Instead, use the following commands: $ ki ni t
<user > (if you are using a password) or $ ki nit -kt <keytab> <pri nci pal > (if you are
using a keyt ab) and then, for each command executed by this user, $ <command>

This runs the balancer with a default threshold of 10%, meaning that the script will ensure that disk usage on each
DataNode differs from the overall usage in the cluster by no more than 10%. For example, if overall usage across
all the DataNodes in the cluster is 40% of the cluster's total disk-storage capacity, the script ensures that each
DataNode's disk usage is between 30% and 50% of that DataNode's disk-storage capacity.

¢ You can run the script with a different threshold; for example:

sudo -u hdfs hdfs bal ancer -threshold 5

This specifies that each DataNode's disk usage must be (or will be adjusted to be) within 5% of the cluster's overall
usage.

¢ You can adjust the network bandwidth used by the balancer, by running the df sadmi n - set Bal ancer Bandwi dt h
command before you run the balancer; for example:

df sadm n -set Bal ancer Bandwi dt h newbandwi dt h


http://www.cloudera.com/content/support/en/documentation.html

where newbandwidth is the maximum amount of network bandwidth, in bytes per second, that each DataNode
can use during the balancing operation. For more information about the set Bal ancer Bandwi dt h and other
HDFS command-line options, see the dfsadmin documentation.

e The property df s. dat anode. bal ance. max. concurrent . noves sets the maximum number of threads used
by the DataNode balancer for pending moves. It is a throttling mechanism to prevent the balancer from taking
too many resources from the DataNode and interfering with normal cluster operations. Increasing the value allows
the balancing process to complete more quickly, decreasing the value allows rebalancing to complete more slowly,
but is less likely to compete for resources with other tasks on the DataNode. Adjust the value of this property in
the / et ¢/ hadoop/ [ servi ce nane]/ hdf s-site.xm configuration file.

<property>
<nane>df s. dat anode. bal ance. max. concurr ent . noves</ nane>
<val ue>50</ val ue>

</ property>

e The balancer can take a long time to run, especially if you are running it for the first time or do not run it regularly.

Enabling WebHDFS
Enabling WebHDFS Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
To enable WebHDFS, proceed as follows:

. Select the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS-1 (Service Wide)
. Select the Enable WebHDFS property.
. Click the Save Changes button.

6. Restart the HDFS service.
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WebHDFS uses the following prefix and URI format: webhdf s: / / <HOST>: <HTTP_PORT>/ <PATH>
Secure WebHDFS uses the following prefix and URI format: swebhdf s: / / <HOST>: <HTTP_PORT>/ <PATH>
You can find a full explanation of the WebHDFS API in the WebHDFS API documentation.

Enabling WebHDFS Using the Command Line
See Enabling WebHDFS.

Adding HttpFS

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
Apache Hadoop HttpFS is a service that provides HTTP access to HDFS.

HttpFS has a REST HTTP API supporting all HDFS filesystem operations (both read and write).
Common HttpFS use cases are:

¢ Read and write data in HDFS using HTTP utilities (such as cur| orwget ) and HTTP libraries from languages other
than Java (such as Perl).

e Transfer data between HDFS clusters running different versions of Hadoop (overcoming RPC versioning issues),
for example using Hadoop DistCp.

e Accessing WebHDFS using the Namenode WebUI port (default port 50070). Access to all data hosts in the cluster
is required, because WebHDFS redirects clients to the datanode port (default 50075). If the cluster is behind a
firewall, and you use WebHDFS to read and write data to HDFS, then Cloudera recommends you use the HttpFS
server. The HttpFS server acts as a gateway. It is the only system that is allowed to send and receive data through
the firewall.


https://hadoop.apache.org/docs/r2.7.1/hadoop-project-dist/hadoop-hdfs/HDFSCommands.html#dfsadmin
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-hdfs/WebHDFS.html

HttpFS supports Hadoop pseudo-authentication, HTTP SPNEGO Kerberos, and additional authentication mechanisms
using a plugin API. HttpFS also supports Hadoop proxy user functionality.

The webhdf s client file system implementation can access HttpFS using the Hadoop filesystem command (hadoop
f's), by using Hadoop DistCp, and from Java applications using the Hadoop file system Java API.

The HttpFS HTTP REST API is interoperable with the WebHDFS REST HTTP API.

For more information about HttpFS, see Hadoop HDFS over HTTP.

The HttpFS role is required for Hue when you enable HDFS high availability.

Adding the HttpFS Role

1. Go to the HDFS service.

. Click the Instances tab.

. Click Add Role Instances.

. Click the text box below the HttpFS field. The Select Hosts dialog box displays.

. Select the host on which to run the role and click OK.

. Click Continue.

. Check the checkbox next to the HttpFS role and select Actions for Selected > Start.
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Using Load Balancer with HttpFS
Configure the HttpFS Service to work with the load balancer you configured for the service:
1. In the Cloudera Manager Admin Console, navigate to Cluster > <HDFS service>.

2. On the Configuration tab, search for the following property:

Ht t pFS Load Bal ancer

3. Enter the hostname and port for the load balancer in the following format:

<host nane>: <port >

4. Save the changes.

E’; Note:

When you set this property, Cloudera Manager regenerates the keytabs for HttpFS roles. The principal
in these keytabs contains the load balancer hostname.

If there is a Hue service that depends on this HDFS service, the Hue service has the option to use the
load balancer as its HDFS Web Interface Role.

Adding and Configuring an NFS Gateway

The NFSv3 gateway allows a client to mount HDFS as part of the client's local file system. The gateway machine can
be any host in the cluster, including the NameNode, a DataNode, or any HDFS client. The client can be any
NFSv3-client-compatible machine.

o Important:

HDFS does not currently provide ACL support for an NFS gateway.

After mounting HDFS to his or her local filesystem, a user can:

e Browse the HDFS file system as though it were part of the local file system
¢ Upload and download files from the HDFS file system to and from the local file system.


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html

e Stream data directly to HDFS through the mount point.
File append is supported, but random write is not.
Adding and Configuring an NFS Gateway Using Cloudera Manager
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The NFS Gateway role implements an NFSv3 gateway. It is an optional role for a CDH 5 HDFS service.

Requirements and Limitations
e The NFS gateway works only with the following operating systems and Cloudera Manager and CDH versions:

— With Cloudera Manager 5.0.1 or higher and CDH 5.0.1 or higher, the NFS gateway works on all operating
systems supported by Cloudera Manager.

— With Cloudera Manager 5.0.0 or CDH 5.0.0, the NFS gateway only works on RHEL and similar systems.
— The NFS gateway is not supported on versions lower than Cloudera Manager 5.0.0 and CDH 5.0.0.

¢ The nfs-utils OS package is required for a client to mount the NFS export and to run commands such as showmount
from the NFS Gateway.

e If any NFS server is already running on the NFS Gateway host, it must be stopped before the NFS Gateway role is
started.

e There are two configuration options related to NFS Gateway role: Temporary Dump Directory and Allowed Hosts
and Privileges. The Temporary Dump Directory is automatically created by the NFS Gateway role and should be
configured before starting the role.

¢ The Access Time Precision property in the HDFS service must be enabled.

Adding and Configuring the NFS Gateway Role

1. Go to the HDFS service.

. Click the Instances tab.

. Click Add Role Instances.

. Click the text box below the NFS Gateway field. The Select Hosts dialog box displays.
. Select the host on which to run the role and click OK.

. Click Continue.

. Click the NFS Gateway role.

. Click the Configuration tab.

9. Select Scope > NFS Gateway.

10 Select Category > Main.

1. Ensure that the requirements on the directory set in the Temporary Dump Directory property are met.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

12 Optionally edit Allowed Hosts and Privileges.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

1 Click Save Changes to commit the changes.
1 Click the Instances tab.
15 Check the checkbox next to the NFS Gateway role and select Actions for Selected > Start.



Configuring an NFSv3 Gateway Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.
¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

The subsections that follow provide information on installing and configuring the gateway.

i Note: Install Cloudera Repository
Before using the instructions on this page to install or upgrade:

¢ |Install the Cloudera yum zypper /YaST or apt repository.
¢ Install or upgrade CDH 5 and make sure it is functioning correctly.

For instructions, see Installing the Latest CDH 5 Release and Upgrading Unmanaged CDH Using the
Command Line.

Upgrading from a CDH 5 Beta Release

If you are upgrading from a CDH 5 Beta release, you must first remove the hadoop- hdf s- por t map package. Proceed
as follows.

1. Unmount existing HDFS gateway mounts. For example, on each client, assuming the file system is mounted on
/hdf s_nfs_nount:

$ umount /hdfs_nfs_nount

2. Stop the services:

$ sudo service hadoop- hdf s-nfs3 stop
$ sudo hadoop- hdf s-portmap stop

3. Remove the hadoop- hdf s- por t map package.

e On a RHEL-compatible system:

$ sudo yum renove hadoop- hdfs- port map
e On a SLES system:
$ sudo zypper renove hadoop- hdf s-port map

e On an Ubuntu or Debian system:

$ sudo apt-get renopve hadoop- hdfs-portmap

4. Install the new version

e On a RHEL-compatible system:
$ sudo yuminstall hadoop-hdfs-nfs3

e On a SLES system:

$ sudo zypper install hadoop-hdfs-nfs3
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e On an Ubuntu or Debian system:

$ sudo apt-get install hadoop-hdfs-nfs3

5. Start the system default portmapper service:

$ sudo service portmap start

6. Now proceed with Starting the NFSv3 Gateway on page 126, and then remount the HDFS gateway mounts.

Installing the Packages for the First Time

On RHEL and similar systems:

Install the following packages on the cluster host you choose for NFSv3 Gateway machine (we'll refer to it as the NFS
server from here on).

e nfs-utils
e nfs-utils-lib
e hadoop- hdf s- nf s3

The first two items are standard NFS utilities; the last is a CDH package.

Use the following command:
$ sudo yuminstall nfs-utils nfs-utils-lib hadoop-hdfs-nfs3

On SLES:

Install nf s- uti | s on the cluster host you choose for NFSv3 Gateway machine (referred to as the NFS server from
here on):

$ sudo zypper install nfs-utils

On an Ubuntu or Debian system:

Install nf s- common on the cluster host you choose for NFSv3 Gateway machine (referred to as the NFS server from
here on):

$ sudo apt-get install nfs-comon

Configuring the NFSv3 Gateway
Proceed as follows to configure the gateway.

1. Add the following property to hdf s- si t e. xm on the NameNode:

<property>

<nanme>df s. namenode. accessti ne. preci si on</ nane>

<val ue>3600000</ val ue>

<descripti on>The access time for an HDFS file is precise up to this value. The
default value is 1 hour.

Setting a value of O disables access tinmes for HDFS. </description>
</ property>

2. Add the following property to hdf s- si t e. xm on the NFS server:

<property>
<nane>df s. nf s3. dunp. di r </ nane>
<val ue>/tnp/ . hdf s- nf s</ val ue>
</ property>



E,i Note:

You should change the location of the file dump directory, which temporarily saves out-of-order
writes before writing them to HDFS. This directory is needed because the NFS client often reorders
writes, and so sequential writes can arrive at the NFS gateway in random order and need to be
saved until they can be ordered correctly. After these out-of-order writes have exceeded 1MB in
memory for any given file, they are dumped to the df s. nf s3. dunp. di r (the memory threshold
is not currently configurable).

Make sure the directory you choose has enough space. For example, if an application uploads 10
files of 100MB each, df s. nf s3. dunp. di r should have roughly 1GB of free space to allow for
a worst-case reordering of writes to every file.

3. Configure the user running the gateway (normally the hdf s user as in this example) to be a proxy for other users.
To allow the hdf s user to be a proxy for all other users, add the following entries to cor e- si t e. xnml on the
NameNode:

<property>
<name>hadoop. pr oxyuser. hdf s. gr oups</ nane>
<val ue>*</val ue>
<descri ption>
Set this to '*'" to allow the gateway user to proxy any group
</ descripti on>
</ property>
<property>
<name>hadoop. pr oxyuser . hdf s. host s</ name>
<val ue>*</val ue>
<descri pti on>
Set this to '*'" to allow requests fromany hosts to be proxied.
</ descri pti on>
</ property>

4, Restart the NameNode.
Starting the NFSv3 Gateway
Do the following on the NFS server.

1. First, stop the default NFS services, if they are running:
$ sudo service nfs stop
2. Start the HDFS-specific services:

$ sudo servi ce hadoop-hdfs-nfs3 start

Verifying that the NFSv3 Gateway is Working

To verify that the NFS services are running properly, you can use the r pci nf o command on any host on the local
network:

$ rpcinfo -p <nfs_server_i p_address>

You should see output such as the following:

program vers proto port

100005 1 tcp 4242 rmountd
100005 2 udp 4242 nountd
100005 2 tcp 4242 nmountd
100000 2 tcp 111 port mapper
100000 2 udp 111 port mapper



100005 3 udp 4242 nountd
100005 1 udp 4242 nountd
100003 3 tcp 2049 nfs

100005 3 tcp 4242 nountd

To verify that the HDFS namespace is exported and can be mounted, use the showrount command.

$ showrount -e <nfs_server_i p_address>

You should see output similar to the following:

Exports list on <nfs_server_ip_address>:
/ (everyone)

Mounting HDFS on an NFS Client

To import the HDFS file system on an NFS client, use a nbunt command such as the following on the client:

$ nount -t nfs -0 vers=3, proto=tcp, nol ock <nfs_server_hostnane>:/ /hdfs_nfs_nount

E,’ Note:

When you create a file or directory as user hdf s on the client (that is, in the HDFS file system imported
using the NFS mount), the ownership may differ from what it would be if you had created it in HDFS
directly. For example, ownership of a file created on the client might be hdf s: hdf s when the same
operation done natively in HDFS resulted in hdf s: super gr oup. This is because in native HDFS, BSD
semantics determine the group ownership of a newly-created file: it is set to the same group as the
parent directory where the file is created. When the operation is done over NFS, the typical Linux
semantics create the file with the group of the effective GID (group ID) of the process creating the
file, and this characteristic is explicitly passed to the NFS gateway and HDFS.

Setting HDFS Quotas

You can set quotas in HDFS for:

The number of file and directory names used
The amount of space used by given directories

Points to note:

The quotas for names and the quotas for space are independent of each other.
File and directory creation fails if the creation would cause the quota to be exceeded.
The Reports Manager must index a file or directory before you can set a quota for it.

Allocation fails if the quota would prevent a full block from being written; keep this in mind if you are using a large
block size.

If you are using replication, remember that each replica of a block counts against the quota.

About file count limits

The file count quota is a limit on the number of file and directory names in the directory configured.
A directory counts against its own quota, so a quota of 1 forces the directory to remain empty.

File counts are based on the intended replication factor for the files; changing the replication factor for a file will
credit or debit quotas.

About disk space limits

The space quota is a hard limit on the number of bytes used by files in the tree rooted at the directory being
configured.
Each replica of a block counts against the quota.



The disk space quota calculation takes replication into account, so it uses the replicated size of each file, not the
user-facing size.

The disk space quota calculation includes open files (files presently being written), as well as files already written.
Block allocations for files being written will fail if the quota would not allow a full block to be written.

Setting HDFS Quotas Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1.
2.
3.
4.

5.

From the HDFS service page, select the File Browser tab.
Browse the file system to find the directory for which you want to set quotas.

Click the directory name so that it appears in the gray panel above the listing of its contents and in the detail
section to the right of the File Browser table.

Click the Edit Quota button for the directory. A Manage Quota pop-up displays, where you can set file count or
disk space limits for the directory you have selected.

When you have set the limits you want, click OK.

Setting HDFS Quotas Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

To set space quotas on a directory:

$ sudo -u hdfs hdfs dfsadmi n -set SpaceQuota n directory

where n is a number of bytes and directory is the directory the quota applies to. You can specify multiple directories
in a single command; n applies to each.

To remove space quotas from a directory:

$ sudo -u hdfs hdfs dfsadm n -clrSpaceQuota directory

You can specify multiple directories in a single command.

To set name quotas on a directory:

$ sudo -u hdfs hdfs dfsadmin -setQuota n directory

where nis the number of file and directory names in directory. You can specify multiple directories in a single command;
n applies to each.

To remove name quotas from a directory:

$ sudo -u hdfs hdfs dfsadmin -clrQuota directory

You can specify multiple directories in a single command.

For More Information

For more information, see the HDFS Quotas Guide.

Configuring Mountable HDFS

CDH includes a FUSE (Filesystem in Userspace) interface into HDFS. The hadoop- hdf s- f use package enables you to
use your HDFS cluster as if it were a traditional filesystem on Linux. Proceed as follows.


http://www.cloudera.com/content/support/en/documentation.html
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-hdfs/HdfsQuotaAdminGuide.html

E,i Note: FUSE does not currently support file append operations.

o Important: Cloudera does not recommend running FUSE in production environments.

Before you start: You must have a working HDFS cluster and know the hostname and port that your NameNode exposes.
If you use parcels to install CDH, you do not need to install the FUSE packages.

To install hadoop-hdfs-fuses On Red Hat-compatible systems:
$ sudo yuminstall hadoop-hdfs-fuse

To install hadoop-hdfs-fuse on Ubuntu systems:

$ sudo apt-get install hadoop-hdfs-fuse

To install hadoop-hdfs-fuse on SLES systems:

$ sudo zypper install hadoop-hdfs-fuse

You now have everything you need to begin mounting HDFS on Linux.

To set up and test your mount point in a non-HA installation:

$ mkdir -p <nount_poi nt >
$ hadoop-fuse-dfs dfs://<nane_node_host nane>: <nanenode_port > <nount _poi nt >

where nanenode_port is the NameNode's RPC port, df s. nanenode. ser vi cer pc- addr ess.

To set up and test your mount point in an HA installation:

$ nmkdir -p <nount_poi nt >
$ hadoop-fuse-dfs dfs://<nanmeservice_i d> <nmpount _poi nt >

where nanmeser vi ce_i d is the value of f s. def aul t FS. In this case the port defined for
df s. nanenode. r pc- addr ess. [ naneservi ce | D].[nane node | D] is used automatically. See Enabling HDFS
HA on page 283 for more information about these properties.

You can now run operations as if they are on your mount point. Press Ctrl+C to end the f use- df s program, and
unount the partition if it is still mounted.

E’; Note:

To find its configuration directory, hadoop- f use- df s uses the HADOOP_CONF_DI R configured at
the time the nount command is invoked.

To clean up your test:
$ unount <nount _poi nt >

You can now add a permanent HDFS mount which persists through reboots.

To add a system mount:



1. Open/ et c/ f st ab and add lines to the bottom similar to these:

hadoop- f use- df s#df s: // <name_node_host name>: <namenode_port > <nmount _poi nt > fuse
al |l ow ot her,usetrash,rw 2 0

For example:

hadoop-fuse-df s#dfs:/ /1 ocal host: 8020 /mt/hdfs fuse all ow other,usetrash,rw 2 0

Note:

In an HA deployment, use the HDFS nameservice instead of the NameNode URI; that is, use the
value of df s. naneservi ces inhdfs-site. xn .

2. Test to make sure everything is working properly:

$ nmount <nount _poi nt >

Your system is now configured to allow you to use the | s command and use that mount point as if it were a normal
system disk.

For more information, see the help for hadoop- f use- df s:
$ hadoop-fuse-dfs --help

Optimizing Mountable HDFS

¢ Cloudera recommends that you use the - obi g_wr i t es option on kernels later than 2.6.26. This option allows
for better performance of writes.

e By default, the CDH package installation creates the / et ¢/ def aul t / hadoop- f use file with a maximum heap
size of 128 MB. You might need to change the JVM minimum and maximum heap size for better performance.
For example:

export LIBHDFS OPTS="-Xnms64m - Xnx256nf

Be careful not to set the minimum to a higher value than the maximum.

Configuring Centralized Cache Management in HDFS

Centralized cache management in HDFS is an explicit caching mechanism that allows users to specify paths to be cached
by HDFS. The NameNode communicates with DataNodes and instructs them to cache specific blocks in off-heap caches.

Centralized and explicit caching has several advantages:

e Frequently used data is pinned in memory. This is important when the size of the working set exceeds the size of
main memory, which is common for many HDFS workloads.

e Cluster memory is optimized because you can pin mof n block replicas, saving n- mmemory. Before centralized
pinning, repeated reads of a block caused all n replicas to be pulled into each DataNode buffer cache.

e Tasks are co-located with cached block replicas, improving read performance. Because the NameNode manages
DataNode caches, applications can query the set of cached block locations when making task placement decisions.

e Clients can use the zero-copy read API, and incur almost no overhead, because each DataNode does a checksum
verification of cached data only once.

Use Cases

Centralized cache management is best used for files that are accessed repeatedly. For example, a fact table in Hive
that is often used in JO Nclauses is a good candidate for caching. Caching the input of an annual reporting query is
probably less useful, as the historical data might be read only once.



Centralized cache management is also useful for mixed workloads with performance service-level agreements (SLAs).
Caching the working set of a high-priority workload insures that it does not contend for disk 1/0 with a low-priority
workload.
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In this architecture, the NameNode is responsible for coordinating all the DataNode off-heap caches in the cluster. The
NameNode periodically receives a "cache report" from each DataNode which describes all the blocks cached on a given
DataNode. The NameNode manages DataNode caches by piggybacking cache and uncache commands on the DataNode
heartbeat.

The NameNode queries its set of cache directives to determine which paths should be cached. Cache directives are
persistently stored in the fsimage and edit log, and can be added, removed, and modified using Java and command-line
APIs. The NameNode also stores a set of cache pools, which are administrative entities used to group cache directives
together for resource management and enforcing permissions.

The NameNode periodically rescans the namespace and active cache directories to determine which blocks need to
be cached or uncached and assigns caching to DataNodes. Rescans can also be triggered by user actions such as adding
or removing a cache directive or removing a cache pool.

Currently, blocks that are under construction, corrupt, or otherwise incomplete are not cached. If a cache directive
covers a symlink, the symlink target is not cached. Caching is currently done on a per-file basis (and not at the block-level).

Concepts
Cache Directive

A cache directive defines a path that should be cached. Paths can be either directories or files. Directories are cached
non-recursively, meaning only files in the first-level listing of the directory are cached.

Directives have parameters, such as the cache replication factor and expiration time. Replication factor specifies the
number of block replicas to cache. If multiple cache directives refer to the same file, the maximum cache replication
factor is applied. Expiration time is specified on the command lineasati ne-t o-1i ve (TTL), a relative expiration time
in the future. After a cache directive expires, it is no longer considered by the NameNode when making caching decisions.

Cache Pool

A cache pool is an administrative entity used to manage groups of cache directives. Cache pools have UNIX-like
permissions that restrict which users and groups have access to the pool. Write permissions allow users to add and
remove cache directives to the pool. Read permissions allow users to list the cache directives in a pool, as well as
additional metadata. Execute permissions are not used.



Cache pools are also used for resource management. Pools can enforce a maximum | i i t that restricts the aggregate
number of bytes that can be cached by directives in the pool. Normally, the sum of the pool limits roughly equals the
amount of aggregate memory reserved for HDFS caching on the cluster. Cache pools also track a number of statistics

to help cluster users determine what is and should be cached.

Pools also enforce a maximum time-to-live. This restricts the maximum expiration time of directives being added to
the pool.

cacheadmin Command-Line Interface

On the command-line, administrators and users can interact with cache pools and directives using the hdf s cacheadmni n
subcommand. Cache directives are identified by a unique, non-repeating 64-bit integer ID. IDs are not reused even if
a cache directive is later removed. Cache pools are identified by a unique string name.

Cache Directive Commands

addDirective
Description: Add a new cache directive.

Usage: hdf s cacheadmi n -addDi rective -path <path> -pool <pool-nanme> [-force] [-replication
<replication>] [-tt]l <tine-to-live>]

Where, pat h: A path to cache. The path can be a directory or a file.

pool - nane: The pool to which the directive will be added. You must have write permission on the cache pool to add
new directives.

f or ce: Skips checking of cache pool resource limits.

repl i cati on: The cache replication factor to use. Defaults to 1.

time-to-1live: Time period for which the directive is valid. Can be specified in seconds, minutes, hours, and days,
for example: 30m, 4h, 2d. The value never indicates a directive that never expires. If unspecified, the directive never
expires.

removeDirective

Description: Remove a cache directive.

Usage: hdf s cacheadmi n -renoveDirective <id>

Where, i d: The id of the cache directive to remove. You must have write permission on the pool of the directive to
remove it. To see a list of PathBasedCache directive IDs, use the -listDirectives command.

removeDirectives
Description: Remove every cache directive with the specified path.
Usage: hdf s cacheadnmin -renoveDirectives <path>

Where, pat h: The path of the cache directives to remove. You must have write permission on the pool of the directive
to remove it.

listDirectives
Description: List PathBasedCache directives.
Usage: hdf s cacheadnin -listDirectives [-stats] [-path <path>] [-pool <pool >]

Where, pat h: List only PathBasedCache directives with this path. Note that if there is a PathBasedCache directive for
pat h in a cache pool that we do not have read access for, it will not be listed.

pool : List only path cache directives in that pool.

st at s: List path-based cache directive statistics.



Cache Pool Commands

addPool
Description: Add a new cache pool.

Usage: hdf s cacheadnmi n -addPool <name> [-owner <owner>] [-group <group>] [-npde <npde>]
[-limt <limt>] [-maxTtl <nmaxTtl>]

Where, nane: Name of the new pool.
owner : Username of the owner of the pool. Defaults to the current user.
gr oup: Group of the pool. Defaults to the primary group name of the current user.

node: UNIX-style permissions for the pool. Permissions are specified in octal, for example: 0755. By default, this is set
to 0755.

|'i m t:The maximum number of bytes that can be cached by directives in this pool, in aggregate. By default, no limit
is set.

maxTt | : The maximum allowed time-to-live for directives being added to the pool. This can be specified in seconds,
minutes, hours, and days, for example: 120s, 30m, 4h, 2d. By default, no maximum is set. A value of never specifies
that there is no limit.

modifyPool

Description: Modify the metadata of an existing cache pool.

Usage: hdf s cacheadni n - nodi fyPool <name> [-owner <owner>] [-group <group>] [-nbde <nbde>]
[-limt <limt>] [-maxTtl <maxTtl >]

Where, name: Name of the pool to modify.

owner : Username of the owner of the pool.

gr oup: Groupname of the group of the pool.

node: Unix-style permissions of the pool in octal.

I'i mi t:Maximum number of bytes that can be cached by this pool.

maxTt | : The maximum allowed time-to-live for directives being added to the pool.

removePool
Description: Remove a cache pool. This also uncaches paths associated with the pool.
Usage: hdf s cacheadmi n -renovePool <nane>

Where, nanme: Name of the cache pool to remove.

listPools

Description: Display information about one or more cache pools, for example: name, owner, group, permissions, and
so on.

Usage: hdf s cacheadnin -listPools [-stats] [<name>]
Where, nane: If specified, list only the named cache pool.

st at s: Display additional cache pool statistics.

help

Description: Get detailed help about a command.



Usage: hdf s cacheadni n -hel p <command- nanme>

Where, conmand- nane: The command for which to get detailed help. If no command is specified, print detailed help
for all commands.

Configuration
Native Libraries

To lock block files into memory, the DataNode relies on native JNI code found in | i bhadoop. so. Be sure to enable
JNI if you are using HDFS centralized cache management.

Configuration Properties

Required
Be sure to configure the following in / et ¢/ def aul t / hadoop/ conf/ hdf s-def aul t. xm :

e df s. dat anode. max. | ocked. menor y: The maximum amount of memory a DataNode uses for caching (in bytes).
The "locked-in-memory size" ulimit (ul i mi t -1 ) of the DataNode user also needs to be increased to match this
parameter (see OS Limits). When setting this value, remember that you need space in memory for other things
as well, such as the DataNode and application JVM heaps and the operating system page cache.

Optional
The following properties are not required, but may be specified for tuning:

e df s. namenode. pat h. based. cache. refresh. i nterval . ms: The NameNode uses this as the amount of
milliseconds between subsequent path cache rescans. This calculates the blocks to cache and each DataNode
containing a replica of the block that should cache it. By default, this parameter is set to 30000, which is 30 seconds.

e dfs. dat anode. f sdat aset cache. max. t hr eads. per. vol une: The DataNode uses this as the maximum
number of threads per volume to use for caching new data. By default, this parameter is set to 4.

e dfs.cachereport.interval Msec: The DataNode uses this as the amount of milliseconds between sending a
full report of its cache state to the NameNode. By default, this parameter is set to 10000, which is 10 seconds.

e df s. nanenode. pat h. based. cache. bl ock. map. al | ocat i on. per cent : The percentage of the Java heap
which we will allocate to the cached blocks map. The cached blocks map is a hash map which uses chained hashing.
Smaller maps may be accessed more slowly if the number of cached blocks is large; larger maps will consume
more memory. By default, this parameter is set to 0.25 percent.

OS Limits

If you get the error, Cannot start datanode because the configured nmax | ocked nenory size... is
nore than the datanode's available RLIM T_MEM.OCK ul i mi t, the operating system is imposing a lower
limit on the amount of memory that you can lock than what you have configured. To fix this, adjust the DataNode
ulimt -1 value.Usually, this value is configuredin/ et c/ security/li mts. conf; butvaries depending on your
operating system and distribution.

You have correctly configured this value when you canrunulinmit -1 from the shell and get back either a higher
value than what you have configured with df s. dat anode. max. | ocked. menory, or the stringunl i mi t ed, indicating
that there is no limit. It is typical forul i mit -1 to output the memory lock limit in KB, but

df s. dat anode. nax. | ocked. menor y must be specified in bytes.

Configuring Proxy Users to Access HDFS

Hadoop allows you to configure proxy users to submit jobs or access HDFS on behalf of other users; this is called
impersonation. When you enable impersonation, any jobs submitted using a proxy are executed with the impersonated
user's existing privilege levels rather than those of a superuser (such as hdf s). Because all proxy users are configured
in one location, cor e- si t e. xm , Hadoop administrators to implement centralized access control.

To configure proxy users, set the hadoop. pr oxyuser. <pr oxy_user >. host s,
hadoop. pr oxyuser. <pr oxy_gr oup>. gr oups and hadoop. pr oxyuser . <pr oxy_user >. user sincor e-si t e. xni
properties.
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For example, to allow user al i ce to impersonate a user belonging to gr oup_a and gr oup_b, set
hadoop. proxyuser . <pr oxy_gr oup>. gr oups as follows:

<property>
<nanme>hadoop. pr oxyuser. al i ce. gr oups</ name>
<val ue>group_a, group_b</ val ue>

</ property>

To limit the hosts from which impersonated connections are allowed, use hadoop. pr oxyuser . <pr oxy_user >. host s.
For example, to allow user al i ce impersonated connections only from host _a and host _b:

<property>
<name>hadoop. proxyuser. al i ce. host s</ nane>
<val ue>host _a, host _b</val ue>

</ property>

If the configuration properties described are not present, impersonation is not allowed and connections will fail.

For looser restrictions, use a wildcard (*) to allow impersonation from any host and of any user. For example, to allow
user bob to impersonate any user belonging to any group, and from any host, set the properties as follows:

<property>
<namne>hadoop. pr oxyuser. bob. host s</ name>
<val ue>*</val ue>

</ property>

<property>
<namne>hadoop. pr oxyuser . bob. gr oups</ nane>
<val ue>*</val ue>

</ property>

The hadoop. pr oxyuser. <pr oxy_user >. host s property also accepts comma-separated lists of IP addresses, IP
address ranges in CIDR format, or host names. For example, to allow user kat e access from hosts in the range
10. 222. 0. 0-15and 10. 113. 221. 221, toimpersonate user _a and user _b, set the proxy user properties as follows:

<property>
<name>hadoop. pr oxyuser. super . host s</ nane>
<val ue>10. 222. 0. 0/ 16, 10. 113. 221. 221</ val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser. super . user s</ nane>
<val ue>user 1, user 2</ val ue>

</ property>

’ Note: Additional KMS proxy user configuration is required for encrypted clusters. For details, see
El Configuring the Java KeyStore KMS Proxyuser Using the Command Line.

Proxy Users for Kerberos-Enabled Clusters
For secure clusters, the proxy users must have Kerberos credentials to impersonate another user.

Proxy users cannot use delegation tokens. If a user is allowed to add its own delegation token to the proxy user UGI,
it also allows the proxy user to connect to the service with the privileges of the original user.

If a superuser wants to give a delegation token to a proxy-user UGI, for example, al i ce, the superuser must first
impersonate al i ce, get a delegation token for al i ce, and add it to the UGI for the newly created proxy UGI. This
way, the delegation token has its owner setto al i ce.

Using CDH with Isilon Storage

EMC Isilon is a storage service with a distributed filesystem that can used in place of HDFS to provide storage for CDH
services.



E,i Note: This documentation covers only the Cloudera Manager portion of using EMC Isilon storage
with CDH. For information about tasks performed on Isilon OneFS, see the Dell EMC Community's
Isilon Info Hub.

Supported Versions

For Cloudera and Isilon compatibility information, see the product compatibility matrix for Product Compatibility for
EMC Isilon.

Differences Between Isilon HDFS and CDH HDFS
The following features of HDFS are not implemented with Isilon OneFS:

e HDFS caching
e HDFS encryption
e HDFS ACLs

Installing Cloudera Manager and CDH with Isilon

For instructions on configuring Isilon and installing Cloudera Manager and CDH with Isilon, see the following EMC
documentation:

e EMC Isilon OneFS with Hadoop and Cloudera for Kerberos Installation Guide (PDF)
e EMC Isilon OneFS with Cloudera Hadoop Installation Guide (PDF)

Upgrading a Cluster with Isilon
To upgrade CDH and Cloudera Manager in a cluster that uses Isilon:

1. If required, upgrade OneFS to a version compatible with the version of CDH to which you are upgrading. See the
product compatibility matrix for Product Compatibility for EMC Isilon. For OneFS upgrade instructions, see the
EMC Isilon documentation.

2. (Optional) Upgrade Cloudera Manager. See Cloudera Upgrade Overview.
3. Upgrade CDH. See Upgrading CDH and Managed Services Using Cloudera Manager.

Using Impala with Isilon Storage

You can use Impala to query data files that reside on EMC Isilon storage devices, rather than in HDFS. This capability
allows convenient query access to a storage system where you might already be managing large volumes of data. The
combination of the Impala query engine and Isilon storage is certified on CDH versions 5.4.4 through 5.15.

Because the EMC Isilon storage devices use a global value for the block size rather than a configurable value for each
file, the PARQUET _FI LE_SI ZE query option has no effect when Impala inserts data into a table or partition residing
on Isilon storage. Use the i si command to set the default block size globally on the Isilon device. For example, to set
the Isilon default block size to 256 MB, the recommended size for Parquet data files for Impala, issue the following
command:

isi hdfs settings nodify --default-block-size=256MB

The typical use case for Impala and Isilon together is to use Isilon for the default filesystem, replacing HDFS entirely.
In this configuration, when you create a database, table, or partition, the data always resides on Isilon storage and you
do not need to specify any special LOCATI ON attribute. If you do specify a LOCATI ON attribute, its value refers to a
path within the Isilon filesystem. For example:

-- If the default filesystemis Isilon, all Inpala data resides there
-- and all Inpala databases and tables are | ocated there.
CREATE TABLE t1 (x INT, s STRING;

-- You can specify LOCATION for database, table, or partition,
-- using values fromthe Isilon filesystem

CREATE DATABASE dl1 LOCATI ON '/some/ path/on/isilon/server/dl.db';
CREATE TABLE d1.t2 (a TINYINT, b BOOLEAN);
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Impala can write to, delete, and rename data files and database, table, and partition directories on Isilon storage.
Therefore, Impala statements such as CREATE TABLE, DROP TABLE, CREATE DATABASE, DROP DATABASE, ALTER
TABLE, and | NSERT work the same with Isilon storage as with HDFS.

When the Impala spill-to-disk feature is activated by a query that approaches the memory limit, Impala writes all the
temporary data to a local (not Isilon) storage device. Because the I/0 bandwidth for the temporary data depends on
the number of local disks, and clusters using Isilon storage might not have as many local disks attached, pay special
attention on Isilon-enabled clusters to any queries that use the spill-to-disk feature. Where practical, tune the queries
or allocate extra memory for Impala to avoid spilling. Although you can specify an Isilon storage device as the destination
for the temporary data for the spill-to-disk feature, that configuration is not recommended due to the need to transfer
the data both ways using remote 1/0.

When tuning Impala queries on HDFS, you typically try to avoid any remote reads. When the data resides on Isilon
storage, all the 1/0O consists of remote reads. Do not be alarmed when you see non-zero numbers for remote read
measurements in query profile output. The benefit of the Impala and Isilon integration is primarily convenience of not
having to move or copy large volumes of data to HDFS, rather than raw query performance. You can increase the
performance of Impala I/O for Isilon systems by increasing the value for the num renote_hdfs_i o_t hreads
configuration parameter, in the Cloudera Manager user interface for clusters using Cloudera Manager, or through the
--num renote_hdfs_io_threads startup option for thei npal ad daemon on clusters not using Cloudera Manager.

For information about managing Isilon storage devices through Cloudera Manager, see .
Required Configurations
Specify the following configurations in Cloudera Manager on the Clusters > Isilon Service > Configuration tab:

¢ In HDFS Client Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml hdf s- si t e. xn and the
Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml properties for the Isilon service,
set the value of thedfs. client.fil e-bl ock-storage-locations.timeout.nillis propertyto10000.

¢ Inthe Isilon Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml property for the Isilon
service, set the value of the hadoop. securi ty. t oken. servi ce. use_i p property to FALSE.

¢ If you see errors that reference the . Tr ash directory, make sure that the Use Trash property is selected.
Configuring Replication with Kerberos and Isilon

If you plan to use replication between clusters that use Isilon storage and that also have enabled Kerberos, do the
following:

1. Create a custom Kerberos Keytab and Kerberos principal that the replication jobs use to authenticate to storage
and other CDH services. See Authentication.

2. In Cloudera Manager, select Administration > Settings.
3. Search for and enter values for the following properties:

e Custom Kerberos Keytab Location — Enter the location of the Custom Kerberos Keytab.
e Custom Kerberos Principal Name — Enter the principal name to use for replication between secure clusters.

4. When you create a replication schedule, enter the Custom Kerberos Principal Name in the Run As Username
field. See Configuring Replication of HDFS Data on page 379 and Configuring Replication of Hive/Impala Data on
page 391.

5. Ensure that both the source and destination clusters have the same set of users and groups. When you set
ownership of files (or when maintaining ownership), if a user or group does not exist, the chown command fails
on Isilon. See Performance and Scalability Limitations on page 379

6. Cloudera recommends that you do not select the Replicate Impala Metadata option for Hive/Impala replication
schedules. If you need to use this feature, create a custom principal of the form hdf s/ host nane@ eal mor
i npal a/ host nane@ eal m

7. Add the following property and value to the HDFS Service Advanced Configuration Snippet (Safety Valve) for
hdfs-site.xml and Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml properties:

hadoop. security.token.service.use_ip = fal se



If the replication MapReduce job fails with the an error similar to the following:

java.io. | OException: Failed on |ocal exception: java.io.|CException:
or g. apache. hadoop. security. AccessControl Excepti on:
Client cannot authenticate via:[ TOKEN, KERBEROS];
Host Details : local host is: "foo.nyconpany.conf172.1.2.3";
destination host is: "nyisilon-1. nyconpany. coni: 8020;

Set the Isilon cluster-wide time-to-live setting to a higher value on the destination cluster for the replication: Note that
higher values may affect load balancing in the Isilon cluster by causing workloads to be less distributed. A value of 60
is a good starting point. For example:

i si networks nodify pool subnet4:nn4 --ttl =60
You can view the settings for a subnet with a command similar to the following:

isi networks list pools --subnet subnet3 -v

Configuring Heterogeneous Storage in HDFS

CDH supports a variety of storage types in the Hadoop Distributed File System (HDFS). Earlier releases of CDH used a
single (or homogeneous) storage model. Now you can choose which storage type to assign to each DataNode Data
Directory. Specifying a storage type allows you to optimize your data usage and lower your costs, based on your data
usage frequency. This topic describes these storage types and how to configure CDH to use them.

Overview

Each DataNode in a cluster is configured with a set of data directories. You can configure each data directory with a
storage type. The storage policy dictates which storage types to use when storing the file or directory.

Some reasons to consider using different types of storage are:

¢ You have datasets with temporal locality (for example, time-series data). The latest data can be loaded initially
into SSD for improved performance, then migrated out to disk as it ages.

¢ You need to move cold data to denser archival storage because the data will rarely be accessed and archival
storage is much cheaper. This could be done with simple age-out policies: for example, moving data older than
six months to archival storage.

Storage Types
The storage type identifies the underlying storage media. HDFS supports the following storage types:

e ARCHIVE - Archival storage is for very dense storage and is useful for rarely accessed data. This storage type is
typically cheaper per TB than normal hard disks.

e DISK - Hard disk drives are relatively inexpensive and provide sequential I/O performance. This is the default
storage type.

e SSD - Solid state drives are useful for storing hot data and I/O-intensive applications.
e RAM_DISK - This special in-memory storage type is used to accelerate low-durability, single-replica writes.

When you add the DataNode Data Directory, you can specify which type of storage it uses, by prefixing the path with
the storage type, in brackets. If you do not specify a storage type, it is assumed to be DI SK. See Adding Storage
Directories on page 111.

Storage Policies

A storage policy contains information that describes the type of storage to use. This policy also defines the fallback
storage type if the primary type is out of space or out of quota. If a target storage type is not available, HDFS attempts
to place replicas on the default storage type.

Each storage policy consists of a policy ID, a policy name, a list of storage types, a list of fallback storage types for file
creation, and a list of fallback storage types for replication.

HDFS has six preconfigured storage policies.



e Hot - All replicas are stored on DISK.

e Cold - All replicas are stored ARCHIVE.

e Warm - One replica is stored on DISK and the others are stored on ARCHIVE.
e All_SSD - All replicas are stored on SSD.

e One_SSD - One replica is stored on SSD and the others are stored on DISK.

E,i Note: You cannot create your own storage policy. You must use one of the six pre-configured policies.
HDFS clients such as HBase may support different storage policies.

Setting Up SSD Storage Using Cloudera Manager

1. Set up your cluster normally, but customize your DataNodes with the [ssd] prefix for data directories. Adding [ssd]
can also be done after initial setup (which requires an extra HDFS restart).

2. Stop HBase.

. Using the HDFS client, move / hbase to / hbase_backup.

4. Re-create/ hbase using the Cloudera Manager command in the HBase service (this ensures that proper permissions
are used).

5. Using the HDFS client, set the storage policy for / hbase to be SSD only.

6. Use the DistCp to copy / hbase_backup to/ hbase.

w

hadoop di stcp /hbase_backup /hbase
7. Start HBase.

Setting a Storage Policy for HDFS
Setting a Storage Policy for HDFS Using Cloudera Manager

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
To set a storage policy on a DataNode Data Directory using Cloudera Manager, perform the following tasks:

1. Check the HDFS Service Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml to be sure that
df s. st or age. pol i cy. enabl ed has not been changed from its default value of t r ue.

2. Specify the storage types for each DataNode Data Directory that is not a standard disk, by adding the storage type
in brackets at the beginning of the directory path. For example:

[ SSD] / df s/ dn1l
[ DI SK] / df s/ dn2
[ ARCHI VE] / df s/ dn3

3. Open a terminal session on any HDFS host. Run the following hdfs command for each path on which you want to
set a storage policy:

$ hdfs storagepolicies -setStoragePolicy -path <path> -policy <policy>
path_to file_or_directory -policy policy_nane

4. To move the data to the appropriate storage based on the current storage policy, use the mover utility, from any
HDFS host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time),
you can set the pathto/ .

$ hdfs nover -p <path>

E,i Note: Quotas are enforced at the time you set the storage policy or when writing the file, not

when quotas are changed. The Mover tool does not recognize quota violations. It only verifies
that a file is stored on the storage types specified in its policy. For more information about quotas,
see Setting HDFS Quotas on page 127.




Setting a Storage Policy for HDFS Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.
¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

To set a storage policy on a file or directory, perform the following tasks:

1. Make sure the df s. st or age. pol i cy. enabl ed property (in the conf / hdf s-si t e. xnm file) issettotr ue.
This is the default setting.

2. Make sure the storage locations are tagged with their storage types. The default storage type is DI SK if the
directory does not contain a storage type tag. Add the storage type to the df s. dat anode. di r property in
conf/hdfs-site. xm .

<property>
<nanme>df s. dat anode. di r </ nanme>
<val ue>
[DISK]file:///grid/ dn/diskO,[SSD|file:///grid/dn/ssd0,[RAM DI SK]file:///grid/dn/ran0,

[ ARCHI VE] file:///grid/dn/archive0
</ val ue>
</ property>

3. Set the storage policy for the HDFS path. Enter the following command on any HDFS host:

$ hdfs storagepolicies -setStoragePolicy -path <path> -policy <policy>
path_to file_or_directory -policy policy_nane

4. To move the data to the appropriate storage based on the current storage policy, use the mover utility, from any
HDFS host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time),
you can set the pathto/ .

$ hdfs nover -p <path>

E’; Note: Quotas are enforced at the time you set the storage policy or when writing the file, not

when quotas are changed. The Mover tool does not recognize quota violations. It only verifies
that a file is stored on the storage types specified in its policy. For more information about quotas,
see Setting HDFS Quotas on page 127.

Managing Storage Policies

¢ To get the storage policy for a specific file or directory on a DataNode, use the following command, which is
available using the command line on a any HDFS host.

$ hdfs storagepolicies -getStoragePolicy -path <path>path_to_policy
¢ To list all policies on a DataNode, enter the following command:

$ hdfs storagepolicies -listPolicies

¢ To reset a storage policy, follow the steps used in Setting a Storage Policy for HDFS on page 139.
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Migrating Existing Data

To move the data to the appropriate storage based on the current storage policy, use the nover utility, from any HDFS
host. Use nover - h to get a list of available options. To migrate all data at once (this may take a long time), you can
set the pathto /.

$ hdfs nover -p <path>

E’; Note: Quotas are enforced at the time you set the storage policy or when writing the file, not when
guotas are changed. The Mover tool does not recognize quota violations. It only verifies that a file is
stored on the storage types specified in its policy. For more information about quotas, see Setting

HDFS Quotas on page 127.

Managing Apache Hive in CDH

Cloudera recommends using Cloudera Manager to manage Hive services, which are called managed deployments. If
yours is not a managed deployment, configure HiveServer2 Web Ul to manage Hive services. Also see Managing Hive
in the Hive Guide for more information about managing the Hive service in CDH.

Using Cloudera Manager to Manage Hive

Cloudera Manager uses the Hive metastore, HiveServer2, and the WebHCat roles to manage the Hive service across
your cluster. Using Cloudera Manager, you can configure the Hive metastore, the execution engine (either MapReduce
or Spark), and manage HiveServer2.

See Managing Hive Using Cloudera Manager

Using HiveServer2 Web Ul to Manage Hive

The HiveServer2 web Ul provides access to Hive configuration settings, local logs, metrics, and information about active
sessions and queries. The HiveServer2 web Ul is enabled in newly created clusters running CDH 5.7 and higher, and
those using Kerberos are configured for SPNEGO. Clusters upgraded from a previous CDH version must be configured
to enable the web Ul; see HiveServer2 Web Ul Configuration.

Managing Hue

Hue is a set of web Uls that enable you to interact with a CDH cluster. This section describes tasks for managing Hue.

Adding a Hue Service and Role Instance
Adding the Hue Service

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

After initial installation, you can use the Add a Service wizard in Cloudera Manager to add and configure a new Hue
service instance.

1. On the Home > Status tab, click

-

to the right of the cluster name.

. Select Add a Service.

. Select the Hue service and click Continue.

. Select the row with the Hue dependencies required for your cluster.

. Click Continue to accept the default role assignments; or click the gray field below each role to open the hosts
dialog, customize assignments, and click OK to save.
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If a drop down menu displays (indicating that all hosts apply), select All Hosts, or else click Custom to display the
hosts dialog. Click OK to accept custom assignments.



The wizard evaluates host hardware configurations to determine the best hosts for each role. All worker roles are
automatically assigned to the same set of hosts as the HDFS DataNode. You can reassign if necessary. Specify
hostnames by IP address, rack name, or by range:

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3, 10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.
company.com

6. Select Use Custom Databases for production clusters and input values for database hostname, type, name,
username, and password.

7. Click Test Connection, and when green, click Continue. Cloudera Manager starts the Hue service.
8. Click Continue and Finish.

9. If your cluster uses Kerberos, Cloudera Manager automatically adds a Hue Kerberos Ticket Renewer role to each
host where you assigned the Hue Server role instance. See Enable Hue to Use Kerberos for Authentication.

Adding a Hue Role Instance
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Roles are functions that comprise a service and role instances must be assigned to one or more hosts. You can easily
assign roles to hosts in Cloudera Manager.

1. Go to the Hue service.

2. Click the Instances tab.

3. Click the Add Role Instances button.
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. Click Continue to accept the default role assignments; or click the gray field below each role to open the hosts
dialog, customize assignments, and click OK to save.

If a drop down menu displays (indicating that all hosts apply), select All Hosts, or else click Custom to display the
hosts dialog. Click OK to accept custom assignments.

The wizard evaluates host hardware configurations to determine the best hosts for each role. All worker roles are
automatically assigned to the same set of hosts as the HDFS DataNode. You can reassign if necessary. Specify
hostnames by IP address, rack name, or by range:

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.
company.com

5. If your cluster uses Kerberos, you must manually add the Hue Kerberos Ticket Renewer role to each host where
you assigned the Hue Server role instance. Cloudera Manager throws a validation error if the new Hue Server role
does not have a colocated KT Renewer role. See Enable Hue to Use Kerberos for Authentication.

6. Click Continue.

Managing Hue Analytics Data Collection
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Hue tracks anonymized pages and application versions to collect information used to compare each application's usage
levels. The data collected does not include hostnames or IDs; For example, the data has the format /2.3.0/pig,
/2.5.0/beeswax/execute. You can restrict data collection as follows:

1. Go to the Hue service.



. Click the Configuration tab.

. Select Scope > Hue.

. Locate the Enable Usage Data Collection property or search for it by typing its name in the Search box.
. Clear the Enable Usage Data Collection checkbox.

v b WN

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.
7. Restart the Hue service.

Enabling Hue Applications Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Most Hue applications are configured by default, based on the services you have installed. Cloudera Manager selects
the service instance that Hue depends on. If you have more than one service, you may want to verify or change the
service dependency for Hue. Also, if you add a service such as Sqoop 2 or Oozie after you have set up Hue, you need
to set the dependency because it is not done automatically. To add a dependency:

. Go to the Hue service and click the Configuration tab.

. Filter by Scope > Hue (Service-Wide) and Category > Main.

. Select each service name Service property to set the dependency. Select none to remove the dependency.
. Click Save Changes to commit the changes.
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. Restart the Hue service.

Enabling the Sqoop 2 Application

If you are upgrading Cloudera Manager from version 4.6 or lower, you must set the Hue dependency to enable the
Sqoop 2 application.

Enabling the HBase Browser Application with doAs Impersonation

Minimum Required Role: Full Administrator

The Hue HBase application communicates through the proxy, HBase Thrift Server, which forwards commands to HBase.
Because Hue stands between the Thrift server and the user, all HBase operations appear to come from the Hue user
and not the actual user who is logged on. In a Keberos cluster, you can enable impersonation so that operations appear
to come from the actual user.

1. Logon to Cloudera Manager.
2. Add the HBase Thrift Server role:

. Go to the HBase service and click the Instances tab.

. Click the button, Add Role Instances.

Click Select hosts under HBase Thrift Server.

. Click anywhere in host row to add the purple icon, "HBTS," under Existing Roles.

. Click OK and Continue.

Check the box by your new HBase Thrift Server and select Actions for Selected > Start.

- - )

3. If you have a Kerberos cluster, enable impersonation. If your cluster does not have Kerberos or TLS enabled, skip
to step 6..

E,’ Note: Enabling impersonation requires that you grant Hbase permissions to each individual user.
Otherwise, grant all HBase permissions to the Hue user.

a. Click the HBase Configuration tab.
b. Filter by Scope > Service-Wide and Category > Security.



f.

Set the property, HBase Thrift Authentication (hbase.thrift.security.qop), to one of the following values:

e aut h- conf : authentication, integrity and confidentiality checking

e aut h-i nt: authentication and integrity checking

e aut h: authentication only

. Filter by Scope > Service-Wide and Category > Main.
. Check the Service-Wide box for Enable HBase Thrift Http Server (hbase.regionserver.thrift.http) and Enable

HBase Thrift Proxy Users (hbase.thrift.support.proxyuser).

Click Save Changes.

4. If you have a Kerberos cluster with doAs and force principal names to lower case, be sure to exclude the HTTP
principal:

a.

Go to the HDFS service.

b. Filter by Scope > HDFS (Service-Wide) and Category > Security.
c. Search on Additional Rules to Map Kerberos Principals to Short Names (aut h_t o_| ocal ) and add two

HTTP rules above your existing rules:

# Exclude HTTP
RULE: [ 1: $1@0] ( HTTP@ QEXAMPLE. COM E$) s/ @ Q EXAMPLE. COM E$/ /
RULE: [ 2: $1@0] ( HTTP@ QEXAMPLE. COM E$) s/ @ Q EXAMPLE. COM E$/ /

# Force to Lower Case

RULE: [ 1: $1@0] (

. * @ QEXAMPLE. COM E$) s/ @ Q EXAMPLE. COM E$/

/1L
RULE: [ 2: $1@50] (. * @ QEXAMPLE. COM E$) s/ @ Q EXAMPLE. COM E$/ / / L

d.

Click Save Changes.

e. Select Actions > Deploy Client Configuration.
f. Select Cluster > Actions > Rolling Restart, check the boxes for HDFS, HBase, and Hue and click Rolling Restart.

5. Enable TLS/SSL for the HBase Thrift Server:

a. Filter by Scope > HBase Thrift Server and Category > Security.
b. Set the TLS/SSL properties according to your cluster configuration:

c. Click Save Changes to commit the changes.
d.

Property

Description

Enable TLS/SSL for HBase Thrift Server
over HTTP

Encrypt communication between clients and HBase Thrift Server
over HTTP using Transport Layer Security (TLS).

HBase Thrift Server over HTTP TLS/SSL
Server JKS Keystore File Location

Path to the TLS/SSL keystore file (in JKS format) with the TLS/SSL
server certificate and private key. Used when HBase Thrift Server
over HTTP acts as a TLS/SSL server.

HBase Thrift Server over HTTP TLS/SSL
Server JKS Keystore File Password

Password for the HBase Thrift Server JKS keystore file.

HBase Thrift Server over HTTP TLS/SSL
Server JKS Keystore Key Password

Password that protects the private key contained in the JKS
keystore used when HBase Thrift Server over HTTP acts as a
TLS/SSL server.

Restart the HBase service.

6. Configure Hue to point to the Thrift Server and to a valid HBase configuration directory:

a. Go to the Hue service and click the Configuration tab.

b. Filter by Scope > All and Category > Main.

c. Set the property, HBase Service, to the service for which you enabled the Thrift Server role (if you have more

than one HBase service instance).



d. Set the property, HBase Thrift Server, to the Thrift Server role for Hue to use.
e. Filter by Category > Advanced.

f. Edit the property, Hue Service Advanced Configuration Snippet (Safety Valve) for hue_safety_valve.ini, by
adding a valid HBase configuration directory as follows:

[ hbase]
hbase_conf _di r ={{ HBASE_CONF_DI R} }

g. Click Save Changes to commit the changes.

Managing Impala

This section explains how to configure Impala to accept connections from applications that use popular programming
APls:

e Post-Installation Configuration for Impala on page 148
e Configuring Impala to Work with ODBC on page 149
e Configuring Impala to Work with JDBC on page 151

This type of configuration is especially useful when using Impala in combination with Business Intelligence tools, which
use these standard interfaces to query different kinds of database and Big Data systems.

You can also configure these other aspects of Impala:

e |mpala Security Overview
¢ Modifying Impala Startup Options

The Impala Service

The Impala Service is the Cloudera Manager representation of the three daemons that make up the Impala interactive
SQL engine. Through the Impala Service page, you can monitor, start and stop, and configure all the related daemons
from a central page.

For general information about Impala and how to use it, especially for writing Impala SQL queries, see Apache Impala

- Interactive SQL.

For information on features that support Impala resource management see Admission Control and Query Queuing on
page 249.

Installing Impala and Creating the Service

You can install Impala through the Cloudera Manager installation wizard, using either parcels or packages, and have
the service created and started as part of the Installation wizard. See Installing Impala.

If you elect not to include the Impala service using the Installation wizard, you can use the Add Service wizard to
perform the installation. The wizard will automatically configure and start the dependent services and the Impala
service. See Adding a Service on page 43 for instructions.

Configuring the Impala Service

There are several types of configuration settings you may need to apply, depending on your situation.

Configuring Table Statistics

Configuring table statistics is highly recommended when using Impala. It allows Impala to make optimizations that can
result in significant (over 10x) performance improvement for some joins. If these are not available, Impala will still
function, but at lower performance.

The Impala implementation to compute table statistics is available in CDH 5.0.0 or higher and in Impala version 1.2.2
or higher. The Impala implementation of COMPUTE STATS requires no setup steps and is preferred over the Hive
implementation. See Overview of Table Statistics. If you are running an older version of Impala, follow the procedure
in Accessing Apache Hive Table Statistics in CDH.




Using a Load Balancer with Impala
To configure a load balancer:

. Go to the Impala service.

. Click the Configuration tab.

. Select Scope > Impala Daemon

. Select Category > All

. Enter the hostname and port number of the load balancer in the Impala Daemons Load Balancer property in the
format host nare: port numnber.

E,i Note:

When you set this property, Cloudera Manager regenerates the keytabs for Impala Daemon roles.
The principal in these keytabs contains the load balancer hostname.
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If there is a Hue service that depends on this Impala service, it also uses the load balancer to
communicate with Impala.

6. Click Save Changes to commit the changes.

Impala Web Servers

Enabling and Disabling Access to Impala Web Servers

Each of the Impala-related daemons includes a built-in web server that lets an administrator diagnose issues with each
daemon on a particular host, or perform other administrative actions such as cancelling a running query. By default,
these web servers are enabled. You might turn them off in a high-security configuration where it is not appropriate
for users to have access to this kind of monitoring information through a web interface. (To leave the web servers
enabled but control who can access their web pages, consult the Configuring Secure Access for Impala Web Servers
later in this section.)

¢ Impala Daemon

. Go to the Impala service.

. Click the Configuration tab.

. Select Scope > Impala Daemon

. Select Category > Ports and Addresses.

. Select or clear Enable Impala Daemon Web Server.
. Click Save Changes to commit the changes.

. Restart the Impala service.

NOoOO U s WN R

¢ Impala StateStore

. Go to the Impala service.

. Click the Configuration tab.

. Select Scope > Impala StateStore.

. Select Category > All

. Select or clear Enable StateStore Web Server.
. Click Save Changes to commit the changes.

. Restart the Impala service.

NOoOu A WNR

¢ Impala Catalog Server

1. Go to the Impala service.

2. Click the Configuration tab.

3. Select Scope > Impala Catalog Server.
4. Select Category > All



5. Check or uncheck Enable Catalog Server Web Server.
6. Click Save Changes to commit the changes.
7. Restart the Impala service.

Opening Impala Web Server Uls
¢ Impala StateStore

1. Go to the Impala service.
2. Select Web Ul > Impala StateStore Web UI.

¢ Impala Daemon

1. Go to the Impala service.

2. Click the Instances tab.

3. Click an Impala Daemon instance.
4. Click Impala Daemon Web UL.

¢ Impala Catalog Server

1. Go to the Impala service.
2. Select Web Ul > Impala Catalog Web ULI.

¢ Impala Llama ApplicationMaster

1. Go to the Impala service.

2. Click the Instances tab.

3. Click a Impala Llama ApplicationMaster instance.
4. Click Llama Web UL.

Configuring Secure Access for Impala Web Servers

Cloudera Manager supports two methods of authentication for secure access to the Impala Catalog Server, Daemon,

and StateStoreweb servers: password-based authentication and TLS/SSL certificate authentication. Both of these can
be configured through properties of the Impala Catalog Server, Daemon, and StateStore. Authentication for the three
types of daemons can be configured independently.

Configuring Password Authentication

1. Go to the Impala service.

2. Click the Configuration tab.

3. Search for "password" using the Search box within the Configuration page. This should display the password-related
properties (Username and Password properties) for the Impala Catalog Server, Daemon, and StateStore. If there
are multiple role groups configured for Impala Daemon instances, the search should display all of them.

4. Enter a username and password into these fields.
5. Click Save Changes to commit the changes.
6. Restart the Impala service.

Now when you access the Web Ul for the Impala Catalog Server, Daemon, and StateStore, you are asked to log in
before access is granted.

Configuring TLS/SSL Certificate Authentication

1. Create or obtain an TLS/SSL certificate.

2. Place the certificate, in . pemformat, on the hosts where the Impala Catalog Server and StateStore are running,
and on each host where an Impala Daemon is running. It can be placed in any location (path) you choose. If all
the Impala Daemons are members of the same role group, then the . pemfile must have the same path on every
host.



3. Go to the Impala service page.
4. Click the Configuration tab.

5. Search for "certificate" using the Search box within the Configuration page. This should display the certificate file
location properties for the Impala Catalog Server, Daemon, and StateStore. If there are multiple role groups
configured for Impala Daemon instances, the search should display all of them.

6. In the property fields, enter the full path name to the certificate file.

~

. Click Save Changes to commit the changes.
8. Restart the Impala service.

o Important: If Cloudera Manager cannot find the . pemfile on the host for a specific role instance,
that role will fail to start.

When you access the Web Ul for the Impala Catalog Server, Daemon, and StateStore, ht t ps will be used.

Post-Installation Configuration for Impala

This section describes the mandatory and recommended configuration settings for Impala. If Impala is installed using
Cloudera Manager, some of these configurations are completed automatically; you must still configure short-circuit
reads manually. If you installed Impala without Cloudera Manager, or if you want to customize your environment,
consider making the changes described in this topic.

In some cases, depending on the level of Impala, CDH, and Cloudera Manager, you might need to add particular
component configuration details in one of the free-form fields on the Impala configuration pages within Cloudera
Manager. In Cloudera Manager 4, these fields are labelled Safety Valve; in Cloudera Manager 5, they are called
Advanced Configuration Snippet.

¢ You must enable short-circuit reads, whether or not Impala was installed through Cloudera Manager. This setting
goes in the Impala configuration settings, not the Hadoop-wide settings.

¢ Ifyouinstalled Impalain an environment that is not managed by Cloudera Manager, you must enable block location
tracking, and you can optionally enable native checksumming for optimal performance.

¢ If you deployed Impala using Cloudera Manager see Testing Impala Performance to confirm proper configuration.

Mandatory: Short-Circuit Reads

Enabling short-circuit reads allows Impala to read local data directly from the file system. This removes the need to
communicate through the DataNodes, improving performance. This setting also minimizes the number of additional
copies of data. Short-circuit reads requires | i bhadoop. so (the Hadoop Native Library) to be accessible to both the
server and the client. | i bhadoop. so is not available if you have installed from a tarball. You must install from an

. rpm . deb, or parcel to use short-circuit local reads.

E,’ Note: If you use Cloudera Manager, you can enable short-circuit reads through a checkbox in the
user interface and that setting takes effect for Impala as well.

To configure DataNodes for short-circuit reads:

1. Copytheclientcore-site.xm andhdfs-site.xn configuration files from the Hadoop configuration directory
to the Impala configuration directory. The default Impala configuration location is / et ¢/ i npal a/ conf.

2. On all Impala nodes, configure the following properties in Impala's copy of hdf s- si t e. xm as shown:

<property>
<nane>dfs.client.read. shortcircuit</nanme>
<val ue>true</ val ue>

</ property>

<property>

<nanme>df s. dommi n. socket . pat h</ name>

<val ue>/var/ run/ hdf s- socket s/ dn</ val ue>
</ property>



<property>
<nanme>dfs.client.file-bl ock-storage-|ocations.timeout.mllis</name>
<val ue>10000</ val ue>

</ property>

3. If / var/ run/ hadoop- hdf s/ is group-writable, make sure its group is r oot .

E,i Note: If you are also going to enable block location tracking, you can skip copying configuration

files and restarting DataNodes and go straight to Optional: Block Location Tracking. Configuring
short-circuit reads and block location tracking require the same process of copying files and
restarting services, so you can complete that process once when you have completed all
configuration changes. Whether you copy files and restart services now or during configuring
block location tracking, short-circuit reads are not enabled until you complete those final steps.

4. After applying these changes, restart all DataNodes.

Mandatory: Block Location Tracking

Enabling block location metadata allows Impala to know which disk data blocks are located on, allowing better utilization
of the underlying disks. Impala will not start unless this setting is enabled.

To enable block location tracking:

1. For each DataNode, adding the following to the hdf s- si t e. xn file:

<property>
<nane>df s. dat anode. hdf s- bl ocks- net adat a. enabl ed</ nane>
<val ue>true</val ue>

</ property>

2. Copytheclientcore-site. xm andhdfs-site.xnl configuration files from the Hadoop configuration directory
to the Impala configuration directory. The default Impala configuration location is / et ¢/ i npal a/ conf.

3. After applying these changes, restart all DataNodes.

Optional: Native Checksumming

Enabling native checksumming causes Impala to use an optimized native library for computing checksumes, if that library
is available.

To enable native checksumming:

If you installed CDH from packages, the native checksumming library is installed and setup correctly. In such a case,
no additional steps are required. Conversely, if you installed by other means, such as with tarballs, native checksumming
may not be available due to missing shared objects. Finding the message "Unabl e to | oad nati ve- hadoop
library for your platform.. using builtin-java classes where applicabl e"inthe Impalalogs
indicates native checksumming may be unavailable. To enable native checksumming, you must build and install

| i bhadoop. so (the Hadoop Native Library).

Configuring Impala to Work with ODBC

Third-party products can be designed to integrate with Impala using ODBC. For the best experience, ensure any
third-party product you intend to use is supported. Verifying support includes checking that the versions of Impala,
ODBGC, the operating system, and the third-party product have all been approved for use together. Before configuring
your systems to use ODBC, download a connector. You may need to sign in and accept license agreements before
accessing the pages required for downloading ODBC connectors.



Downloading the ODBC Driver

Important: As of late 2015, most business intelligence applications are certified with the 2.x ODBC
drivers. Although the instructions on this page cover both the 2.x and 1.x drivers, expect to use the
2.x drivers exclusively for most ODBC applications connecting to Impala.

See the database drivers section on the Cloudera downloads web page to download and install the driver.

Configuring the ODBC Port

Versions 2.5 and 2.0 of the Cloudera ODBC Connector, currently certified for some but not all Bl applications, use the
HiveServer2 protocol, corresponding to Impala port 21050. Impala supports Kerberos authentication with all the
supported versions of the driver, and requires ODBC 2.05.13 for Impala or higher for LDAP username/password
authentication.

Version 1.x of the Cloudera ODBC Connector uses the original HiveServerl protocol, corresponding to Impala port
21000.

Example of Setting Up an ODBC Application for Impala

To illustrate the outline of the setup process, here is a transcript of a session to set up all required drivers and a business
intelligence application that uses the ODBC driver, under Mac OS X. Each . dny file runs a GUI-based installer, first for
the underlying IODBC driver needed for non-Windows systems, then for the Cloudera ODBC Connector, and finally for
the Bl tool itself.

$1s -1
Cl ouder a- CDBC- Dri ver-for- I npal a- I nstal | - Gui de. pdf
Bl _Tool _Installer.dng
i odbc- sdk- 3. 52. 7- nacosx- 10. 5. dng
Cl ouder al npal aODBC. dng
$ open iodbc-sdk-3.52. 7- macosx- 10. dny
Install the 10ODBC driver using its installer
$ open d ouder al npal aCDBC. dny
Install the C oudera ODBC Connector using its installer
$ installer_dir=$(pwd)
g cd /opt/clouderal/inpal aodbc
ls -1
Cl oudera ODBC Driver for Impala Install GQuide. pdf
Readne. t xt
Set up
lib
Er r or Messages
Rel ease Notes. txt

Tool s

$ cd Setup

$1Is

odbc. i ni odbci nst . i ni

$ cp odbc.ini ~/.odbc.ini

$ vi ~/.odbc.ini

$ cat ~/.odbc.ini

[ ODBC]

# Specify any gl obal ODBC configuration here such as ODBC tracing.

[ ODBC Dat a Sour ces]
Sanpl e C oudera | npal a DSN=Cl oudera ODBC Driver for Inpala

[ Sanpl e C oudera I npal a DSN]|

# Description: DSN Description.
# This key is not necessary and is only to give a description of the data source.
Descri ption=Cl oudera ODBC Driver for Inpala DSN

# Driver: The location where the ODBC driver is installed to.
Driver=/opt/cl ouderalinpal aodbc/ i b/universal/libcl ouderai npal aodbc. dylib

# The Driver Uni codeEncodi ng setting is only used for SinbaDM
# When set to 1, SinbaDMruns in UTF-16 node.

# When set to 2, SinbaDM runs in UTF-8 node.

#Dr i ver Uni codeEncodi ng=2


https://www.cloudera.com/downloads.html

# Val ues for HOST, PORT, KrbFQDN, and KrbServi ceNane shoul d be set here.
# They can al so be specified on the connection string.

HOST=host nane. sanpl e. exanpl e. com

PORT=21050

Schena=def aul t

# The aut hentication nmechani sm

# 0 - No authentication (NCSASL)

# 1 - Kerberos authentication (SASL)

# 2 - Username authentication (SASL)

# 3 - Usernane/ password aut hentication (SASL)
# 4 - Username/ password aut hentication with SSL ( SASL)
# 5 - No authentication with SSL (NOSASL)

# 6 - Username/ password aut hentication (NOSASL)
Aut hMech=0

# Kerberos rel ated settings.

Kr bFQDN=

Kr bReal n¥

Kr bSer vi ceNane=

# User nane/ password aut hentication with SSL settings.

Ul D=

PWD

CAl ssuedCert NanesM smat ch=1

Trust edCert s=/ opt/cl oudera/i npal aodbc/ | i b/ uni versal /cacerts. pem

# Specify the proxy user ID to use.
#Del egat i onUl D=

# General settings

TSasl Tr ansport Buf Si ze=1000

RowsFet chedPer Bl ock=10000

Socket Ti meout =0

St ri ngCol utmLengt h=32767

UseNat i veQuery=0

$ pwd

/ opt/ cl ouder a/ i npal aodbc/ Set up

$ cd Sinstaller_dir

$ open Bl _Tool _Installer.dng

Install the Bl tool using its installer
$ Is /Applications | grep BI_Tool

Bl _Tool . app

$ open -a BI_Tool . app

In the Bl tool, connect to a data source using port 21050

Notes about JDBC and ODBC Interaction with Impala SQL Features

Most Impala SQL features work equivalently through the i npal a- shel | interpreter of the JDBC or ODBC APIs. The
following are some exceptions to keep in mind when switching between the interactive shell and applications using
the APIs:

E,’ Note: If your JDBC or ODBC application connects to Impala through a load balancer such as hapr oxy,
be cautious about reusing the connections. If the load balancer has set up connection timeout values,
either check the connection frequently so that it never sits idle longer than the load balancer timeout
value, or check the connection validity before using it and create a new one if the connection has
been closed.

Configuring Impala to Work with JDBC

Impala supports the standard JDBC interface, allowing access from commercial Business Intelligence tools and custom
software written in Java or other programming languages. The JDBC driver allows you to access Impala from a Java
program that you write, or a Business Intelligence or similar tool that uses JDBC to communicate with various database
products.

Setting up a JDBC connection to Impala involves the following steps:



e Verifying the communication port where the Impala daemons in your cluster are listening for incoming JDBC
requests.

¢ Installing the JDBC driver on every system that runs the JDBC-enabled application.

¢ Specifying a connection string for the JDBC application to access one of the servers running the i npal ad daemon,
with the appropriate security settings.

Configuring the JDBC Port

The default port used by JDBC 2.0 and later (as well as ODBC 2.x) is 21050. Impala server accepts JDBC connections
through this same port 21050 by default. Make sure this port is available for communication with other hosts on your
network, for example, that it is not blocked by firewall software. If your JDBC client software connects to a different
port, specify that alternative port number with the - - hs2_port option when starting i mpal ad. See Starting Impala
for details about Impala startup options. See Ports Used by Impala for information about all ports used for communication
between Impala and clients or between Impala components.

Choosing the JDBC Driver

In Impala 2.0 and later, you have the choice between the Cloudera JDBC Connector and the Hive 0.13 JDBC driver.
Cloudera recommends using the Cloudera JDBC Connector where practical.

If you are already using JDBC applications with an earlier Impala release, you must update your JDBC driver to one of
these choices, because the Hive 0.12 driver that was formerly the only choice is not compatible with Impala 2.0 and
later.

Both the Cloudera JDBC 2.5 Connector and the Hive JDBC driver provide a substantial speed increase for JDBC applications
with Impala 2.0 and higher, for queries that return large result sets.

Enabling Impala JDBC Support on Client Systems

Using the Cloudera JDBC Connector (recommended)

You download and install the Cloudera JDBC 2.5 connector on any Linux, Windows, or Mac system where you intend
to run JDBC-enabled applications. From the Cloudera Connectors download page, you choose the appropriate protocol
(JDBC or ODBC) and target product (Impala or Hive). The ease of downloading and installing on a wide variety of systems
makes this connector a convenient choice for organizations with heterogeneous environments.

Using the Hive JDBC Driver

You install the Hive JDBC driver (hi ve- j dbc package) through the Linux package manager, on hosts within the cluster.
The driver consists of several Java JAR files. The same driver can be used by Impala and Hive.

To get the JAR files, install the Hive JDBC driver on each host in the cluster that will run JDBC applications. Follow the
instructions for Installing the Hive JDBC Driver on Clients in CDH.

E,’ Note: The latest JDBC driver, corresponding to Hive 0.13, provides substantial performance

improvements for Impala queries that return large result sets. Impala 2.0 and later are compatible
with the Hive 0.13 driver. If you already have an older JDBC driver installed, and are running Impala
2.0 or higher, consider upgrading to the latest Hive JDBC driver for best performance with JDBC
applications.

If you are using JDBC-enabled applications on hosts outside the CDH cluster, you cannot use the CDH install procedure
on the non-CDH hosts. Install the JDBC driver on at least one CDH host using the preceding procedure. Then download
the JAR files to each client machine that will use JDBC with Impala:

comons- | oggi ng- X. X. X. j ar
hadoop- comon. j ar
hi ve- common- X. XX. X- cdhX. X. X. j ar
hi ve-j dbc- X. XX. X-cdhX. X. X. j ar
hi ve- met ast ore- X. XX. X-cdhX. X. X. j ar
hi ve-servi ce- X. XX. X-cdhX. X. X. j ar
httpclient-X X X jar



X
X =

.jar
To enable JDBC support for Impala on the system where you run the JDBC application:
1. Download the JAR files listed above to each client machine.

E,’ Note: For Maven users, see this sample github page for an example of the dependencies you
could add to a pomfile instead of downloading the individual JARs.

2. Store the JAR files in a location of your choosing, ideally a directory already referenced in your CLASSPATH setting.
For example:

e On Linux, you might use a location such as/ opt/j ars/.
e On Windows, you might use a subdirectory underneath C: \ Program Fi | es.

3. To successfully load the Impala JDBC driver, client programs must be able to locate the associated JAR files. This
often means setting the CLASSPATH for the client process to include the JARs. Consult the documentation for
your JDBC client for more details on how to install new JDBC drivers, but some examples of how to set CLASSPATH

variables include:

e On Linux, if you extracted the JARs to/ opt / j ar s/, you might issue the following command to prepend the
JAR files path to an existing classpath:

export CLASSPATH=/ opt/jars/*.jar: $CLASSPATH

e On Windows, use the System Properties control panel item to modify the Environment Variables for your
system. Modify the environment variables to include the path to which you extracted the files.

E’; Note: If the existing CLASSPATH on your client machine refers to some older version of the
Hive JARs, ensure that the new JARs are the first ones listed. Either put the new JAR files
earlier in the listings, or delete the other references to Hive JAR files.

Establishing JDBC Connections

The JDBC driver class depends on which driver you select.

E,’ Note: If your JDBC or ODBC application connects to Impala through a load balancer such as hapr oxy,

be cautious about reusing the connections. If the load balancer has set up connection timeout values,

either check the connection frequently so that it never sits idle longer than the load balancer timeout
value, or check the connection validity before using it and create a new one if the connection has

been closed.

Using the Cloudera JDBC Connector (recommended)

Depending on the level of the JDBC API your application is targeting, you can use the following fully-qualified class
names (FQCNs):

e com cl oudera.inpal a.jdbc4l. Driver
e com cl oudera. i npal a. j dbc41. Dat aSour ce

e comcloudera.inpal a.jdbc4.Driver



e com cl oudera. i npal a. j dbc4. Dat aSour ce

e com cl oudera.inpal a.jdbc3. Driver
e com cl oudera. i npal a. j dbc3. Dat aSour ce

The connection string has the following format:
jdbc:inpala://Host:Port[/Schema]; Propertyl=Val ue; Property2=Val ue;. ..

The port value is typically 21050 for Impala.

For full details about the classes and the connection string (especially the property values available for the connection
string), download the appropriate driver documentation for your platform from the Impala JDBC Connector download

page.

Using the Hive JDBC Driver

For example, with the Hive JDBC driver, the class name is or g. apache. hi ve. j dbc. Hi veDri ver. Once you have
configured Impala to work with JDBC, you can establish connections between the two. To do so for a cluster that does
not use Kerberos authentication, use a connection string of the form j dbc: hi ve2: // host: port/; aut h=noSasl .
For example, you might use:

j dbc: hive2://nyhost. exanpl e. com 21050/ ; aut h=noSasl

To connect to an instance of Impala that requires Kerberos authentication, use a connection string of the form
jdbc: hive2://host:port/;principal =princi pal _nane. The principal must be the same user principal you
used when starting Impala. For example, you might use:

j dbc: hive2:// nyhost. exanpl e. com 21050/ ; pri nci pal =i npal a/ nyhost . exanpl e. com@{2. EXAMPLE. COM

To connect to an instance of Impala that requires LDAP authentication, use a connection string of the form
jdbc: hive2://host: port/db_nane; user =l dap_useri d; passwor d=I dap_passwor d. For example, you might
use:

jdbc: hive2://nyhost. exanpl e. com 21050/ t est _db; user =f r ed; passwor d=xyz123

E,i Note:

Prior to CDH 5.7 / Impala 2.5, the Hive JDBC driver did not support connections that use both Kerberos
authentication and SSL encryption. If your cluster is running an older release that has this restriction,
to use both of these security features with Impala through a JDBC application, use the Cloudera JDBC
Connector as the JDBC driver.

Notes about JDBC and ODBC Interaction with Impala SQL Features

Most Impala SQL features work equivalently through the i npal a- shel | interpreter of the JDBC or ODBC APIs. The
following are some exceptions to keep in mind when switching between the interactive shell and applications using
the APIs:

e Complex type considerations:

— Queries involving the complex types (ARRAY, STRUCT, and MAP) require notation that might not be available
in all levels of JDBC and ODBC drivers. If you have trouble querying such a table due to the driver level or
inability to edit the queries used by the application, you can create a view that exposes a “flattened” version
of the complex columns and point the application at the view. See Complex Types ( or higher only) for details.

— The complex types available in and higher are supported by the JDBC get Col umms() API. Both MAP and
ARRAY are reported as the JDBC SQL Type ARRAY, because this is the closest matching Java SQL type. This
behavior is consistent with Hive. STRUCT types are reported as the JDBC SQL Type STRUCT.


http://www.cloudera.com/content/www/en-us/downloads.html
http://www.cloudera.com/content/www/en-us/downloads.html

To be consistent with Hive's behavior, the TYPE_NAME field is populated with the primitive type name for
scalar types, and with the fullt 0Sgl () for complex types. The resulting type names are somewhat inconsistent,
because nested types are printed differently than top-level types. For example, the following list shows how
t oSQL() for Impala types are translated to TYPE_NAME values:

DECI MAL( 10, 10) becomes DECI MAL

CHAR( 10) becomes CHAR

VARCHAR( 10) becomes VARCHAR

ARRAY<DEC!| MAL( 10, 10) > beconmes ARRAY<DECI MAL( 10, 10) >
ARRAY<CHAR( 10) > becomes ARRAY<CHAR(10) >
ARRAY<VARCHAR( 10) > becomes ARRAY<VARCHAR( 10) >

Kudu Considerations for DML Statements

Currently, Impala | NSERT, UPDATE, or other DML statements issued through the JDBC interface against a Kudu table
do not return JDBC error codes for conditions such as duplicate primary key columns. Therefore, for applications that
issue a high volume of DML statements, prefer to use the Kudu Java API directly rather than a JDBC application.

Managing Key-Value Store Indexer

The Key-Value Store Indexer service uses the Lily HBase Indexer Service to index the stream of records being added to
HBase tables. Indexing allows you to query data stored in HBase with the Solr service.

The Key-Value Store Indexer service is installed in the same parcel or package along with the CDH 5 or Solr service.

Adding the Key-Value Store Indexer Service
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select the Key-Value Store Indexer service and click Continue.

3. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
* Rack name

Click the View By Host button for an overview of the role assighment by hostname ranges.




5. Click Continue.

6. Review the configuration changes to be applied. Confirm the settings entered for file system paths. The file paths
required vary based on the services to be installed. If you chose to add the Sqoop service, indicate whether to use
the default Derby database or the embedded PostgreSQL database. If the latter, type the database name, host,
and user credentials that you specified when you created the database.

Warning: Do not place DataNode data directories on NAS devices. When resizing an NAS, block
A replicas can be deleted, which will result in reports of missing blocks.

7. Click Continue.
8. Click Finish.

Enabling Morphlines with Search and HBase Indexing
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Cloudera Morphlines is an open source framework that reduces the time and skills necessary to build or change Search
indexing applications. A morphline is a rich configuration file that simplifies defining an ETL transformation chain.

1. Go to the Indexer service.

. Click the Configuration tab.

. Select Scope > All.

. Select Category > Morphlines.

. Create the necessary configuration files, and modify the content in the following properties:
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¢ Morphlines File — Text that goes into the nor phl i nes. conf used by HBase indexers. You should use
$ZK_HOST in this file instead of specifying a ZooKeeper quorum. Cloudera Manager automatically replaces
the $ZK_HOST variable with the correct value during the Solr configuration deployment.

e Custom MIME-types File — Text that goes verbatim into the cust om m net ypes. xnl file used by HBase
Indexers with the det ect M neTypes command. See the Cloudera Morphlines Reference Guide for details
on this command.

e Grok Dictionary File — Text that goes verbatim into the gr ok- di ct i onary. conf file used by HBase Indexers
with the gr ok command. See the Cloudera Morphlines Reference Guide for details of this command.

See Extracting, Transforming, and Loading Data With Cloudera Morphlines for information about using morphlines
with Search and HBase.

Managing Kudu

This topic describes the tasks you can perform to manage the Kudu service using Cloudera Manager. You can use the
Kudu service to upgrade the Kudu service, start and stop the Kudu service, monitor operations, and configure the Kudu
master and tablet servers, among other tasks. Depending on your deployment, there are several different configuration
settings you may need to modify.

For detailed information about Apache Kudu, view the Apache Kudu Guide.

Installing and Upgrading the Kudu Service

You can install Kudu through the Cloudera Manager installation wizard, using either parcels or packages. For instructions,
see [nstalling Kudu.

For instructions on upgrading Kudu using parcels or packages, see Upgrading Kudu.

Enabling Core Dump for the Kudu Service
If Kudu crashes, you can use Cloudera Manager to generate a core dump to get more information about the crash.

1. Go to the Kudu service.
2. Click the Configuration tab.


http://kitesdk.org/docs/current/morphlines/morphlinesReferenceGuide.html#detectMimeType
http://kitesdk.org/docs/current/morphlines/morphlinesReferenceGuide.html#grok

3. Search for core dunp.

4. Check the checkbox for the Enable Core Dump property.

5. (Optional) Unless otherwise configured, the dump file is generated in the default core dump directory,
/ var /1 og/ kudu, for both the Kudu master and the tablet servers.

¢ To configure a different dump directory for the Kudu master, modify the value of the Kudu Master Core
Dump Directory property.

¢ To configure a different dump directory for the Kudu tablet servers, modify the value of the Kudu Tablet
Server Core Dump Directory property.

6. Click Save Changes.

Verifying the Impala Dependency on Kudu

In a Cloudera Manager deployment, once the Kudu service is installed, Impala will automatically identify the Kudu
Master. However, if your Impala queries don't work as expected, use the following steps to make sure that the Impala
service is set to be dependent on Kudu.

1. Go to the Impala service.

. Click the Configuration tab.

. Search for kudu.

. Make sure the Kudu Service property is set to the right Kudu service.
. Click Save Changes.

v b WN

Using the Charts Library with the Kudu Service

By default, the Status tab for the Kudu service displays a dashboard containing a limited set of charts. For details on
the terminology used in these charts, and instructions on how to query for time-series data, display chart details, and
edit charts, see Charting Time-Series Data.

The Kudu service's Charts Library tab also displays a dashboard containing a much larger set of charts, organized by
categories such as process charts, host charts, CPU charts, and so on, depending on the entity (service, role, or host)
that you are viewing. You can use these charts to keep track of disk space usage, the rate at which data is being
inserted/modified in Kudu across all tables, or any critical cluster events. You can also use them to keep track of
individual tables. For example, to find out how much space a Kudu table is using on disk:

1. Go to the Kudu service and navigate to the Charts Library tab.
2. On the left-hand side menu, click Tables to display the list of tables currently stored in Kudu.

3. Click on a table name to view the default dashboard for that table. The Total Tablet Size On Disk Across Kudu
Replicas chart displays the total size of the table on disk using a time-series chart.

Hovering with your mouse over the line on the chart opens a small pop-up window that displays information
about that data point. Click the data stream within the chart to display a larger pop-up window that includes
additional information for the table at the point in time where the mouse was clicked.

Managing Oozie

This section describes tasks used for managing Oozie.

Oozie High Availability

In CDH 5, you can configure multiple active Oozie servers against the same database. Oozie high availability is
"active-active" or "hot-hot" so that both Oozie servers are active at the same time, with no failover. High availability
for Oozie is supported in both MRv1 and MRv2 (YARN).

Requirements for Oozie High Availability

e Multiple active Oozie servers, preferably identically configured.
e JDBCJAR in the same location across all Oozie hosts (for example, / var /| i b/ oozi e/ ).



e External database that supports multiple concurrent connections, preferably with HA support. The default Derby
database does not support multiple concurrent connections.

e ZooKeeper ensemble with distributed locks to control database access, and service discovery for log aggregation.

e Load balancer (preferably with HA support, for example HAProxy), virtual IP, or round-robin DNS to provide a
single entry point (of the multiple active servers), and for callbacks from the Application Master or JobTracker.

To enable Kerberos authentication, see Enabling Kerberos Authentication Using the Wizard.

For information on setting up TLS/SSL communication with Oozie HA enabled, see Additional Considerations when
Configuring TLS/SSL for Oozie HA.
Configuring Oozie High Availability Using Cloudera Manager

Minimum Required Role: Full Administrator

o Important: Enabling or disabling high availability makes the previous monitoring history unavailable.

Enabling Oozie High Availability

1. Ensure that the requirements are satisfied.

2. In the Cloudera Manager Admin Console, go to the Oozie service.

3. Select Actions > Enable High Availability to see eligible Oozie server hosts. The host running the current Oozie
server is not eligible.

4. Select the host on which to install an additional Oozie server and click Continue.

5. Enter the FQDN and port number of the Oozie load balancer. For example:

| oad- bal . exanpl e. com 12345

6. Click Continue.

Cloudera Manager stops the Oozie servers, adds another Oozie server, initializes the Oozie server High Availability
state in ZooKeeper, configures Hue to reference the Oozie load balancer, and restarts the Oozie servers and dependent
services. In addition, Cloudera Manager generates Kerberos credentials for the new Oozie server and regenerates
credentials for existing servers.

Disabling Oozie High Availability

1. In the Cloudera Manager Admin Console, go to the Oozie service.

2. Select Actions > Disable High Availability to see all hosts currently running Oozie servers.

3. Select the one host to run the Oozie server and click Continue. Cloudera Manager stops the Oozie service, removes
the additional Oozie servers, configures Hue to reference the Oozie service, and restarts the Oozie service and
dependent services.

Configuring Oozie High Availability Using the Command Line

For installation and configuration instructions for configuring Oozie HA using the command line, see
https://archive.cloudera.com/cdh5/cdh/5/o0zie.

To enable Kerberos authentication for an Oozie HA-enabled deployment, see Configuring Oozie HA with Kerberos.

Adding the Oozie Service Using Cloudera Manager
The Oozie service can be automatically installed and started during your installation of CDH with Cloudera Manager.

You can also install Oozie manually with the Add Service wizard in Cloudera Manager. The wizard configures and starts
Oozie and its dependent services. See Adding a Service on page 43 for instructions.


http://haproxy.1wt.eu/
https://archive.cloudera.com/cdh5/cdh/5/oozie/AG_Install.html#High_Availability_HA

E,i Note: If your instance of Cloudera Manager uses an external database, you must also configure Oozie
with an external database. See Configuring an External Database for Oozie.

Redeploying the Oozie Sharelib

Some Oozie actions — specifically DistCp, Streaming, Pig, Sqoop, and Hive — require external JAR files in order to run.
Instead of having to keep these JAR files in each workflow's | i b folder, or forcing you to manually manage them using
theoozi e. | i bpat h property on every workflow using one of these actions, Oozie provides the SharelLib. The ShareLib
behaves very similarly to oozi e. | i bpat h, except that it is specific to the aforementioned actions and their required
JARs.

Redeploying the Oozie SharelLib Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When you upgrade CDH or switch between MapReduce and YARN computation frameworks, redeploy the Oozie
Sharelib as follows:

1. Go to the Oozie service.
2. Select Actions > Install Oozie SharelLib.

Redeploying the Oozie ShareLib Using the Command Line

See Installing the Oozie Shared Library in Hadoop HDFS.

Configuring Oozie Data Purge Settings Using Cloudera Manager

All Oozie workflows older than 30 days are purged from the database by default. However, actions associated with
long-running coordinators do not purge until the coordinators complete. If, for example, you schedule a coordinator
to run for a year, all those actions remain in the database for the year.

You can change your Oozie configuration to control when data is purged to improve performance, reduce database
disk usage, or keep the history for a longer period of time. Limiting the size of the Oozie database can also improve
performance during upgrades.

1. In the Cloudera Manager Admin Console, go to the Oozie service.
2. Click the Configuration tab.

3. Type pur ge in the Search box.

4. Set the following properties as required for your environment:

¢ Enable Purge for Long-Running Coordinator Jobs

Select this property to enable purging of long-running coordinator jobs for which the workflow jobs are older
than the value you set for the Days to Keep Completed Workflow Jobs property.

¢ Days to Keep Completed Workflow Jobs
¢ Days to Keep Completed Coordinator Jobs
¢ Days to Keep Completed Bundle Jobs

5. Click Save Changes to commit the changes.

6. Select Actions > Restart to restart the Oozie Service.
Dumping and Loading an Oozie Database Using Cloudera Manager
Minimum Required Role: Full Administrator

Oozie is a stateless web application by design. All information about running and completed workflows, coordinators,
and bundle jobs are stored in a relational database.

Oozie supports a lightweight embedded (Derby) database, however Cloudera strongly recommends that you use an
external database for production systems. For more information, see Supported Databases and Configuring an External
Database for Oozie.




The migration tool is not optimized for migrating large databases. If your database size exceeds 1 million rows, Cloudera
recommends that you purge it first. See Configuring Oozie Data Purge Settings Using Cloudera Manager on page 159.

This page explains how to dump and load the Oozie database.
Dumping the Oozie Database
To dump your Oozie database:

. Stop the Oozie server (in HA mode, stop all Oozie servers).

. In the Cloudera Manager Admin Console, go to the Oozie service status page.
. Select Actions > Stop. Confirm you want to stop the service by clicking Stop.

. Specify Database Dump File:
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a. Go to the Configuration page.

b. Select Scope > Oozie Server.

c. Select Category > Database.

d. Set a file location for the Database Dump File.

5. Select Actions > Dump Database. Confirm that you want to dump the database to the specified location by clicking
Dump Database.

During the export process, Cloudera Manager fetches and writes the database content a compressed zip specified by
the Database Dump File property.

Loading the Oozie Database
To load your Oozie database:

1. Stop the Oozie server (in HA mode, stop all Oozie servers).

2. Install and configure the empty database in which to load your Oozie data. See Configuring an External Database
for Oozie. The db.version of the database must match the db.version of the dump file.

3. Select Actions > Create Oozie Database Tables. Confirm you want to create the database tables by clicking Create
Oozie Database Tables.

4. Verify Database Dump File is set correctly:

. In the Cloudera Manager Admin Console, click the Oozie service.
. Go to the Configuration page.

. Select Scope > Oozie Server.

. Select Category > Database.

. Verify the Database Dump File property value.

® o 6 T 9

5. Select Actions > Load Database. Confirm you want to dump the database to the specified location by clicking Load
Database.
6. Select Actions > Start. Confirm you want to start the service by clicking Start.

Adding Schema to Oozie Using Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)
This page explains how to manually add a schema (official or custom) with Cloudera Manager.

Cloudera Manager 5 automatically configures Oozie with all available official schemas, and corresponding tables, per
the latest CDH 5.x release. For all versions of CDH 4.x, Cloudera Manager configures Oozie with the CDH 4.0.0 schema,
even if you are using a higher version of CDH 4.x.

1. In the Cloudera Manager Admin Console, go to the Oozie service.

. Click the Configuration tab.

. Select Scope > Oozie Server.

. Select Category > Advanced.

. Locate the Oozie SchemaService Workflow Extension Schemas property or search for it by typing its name in the
Search box.
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6. Enter the desired schema from Table 5: Oozie Schema - CDH 5 on page 161 appending . xsd to each entry.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

7. Click Save Changes to commit the changes.
8. Restart the Oozie service.
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Table 5: Oozie Schema - CDH 5

Note: Releases are only included in the following tables if a schema was added or removed. If a
release is not in the table, it has the same set of schemas as the previous release that is in the table.

CDH 5.8.0 and
higher

CDH 5.5.0

CDH 5.4.0

CDH 5.2.0

CDH 5.1.0

CDH 5.0.1

distcp

distcp-action-0.1

distcp-action-0.2

distcp-action-0.1

distcp-action-0.2

distcp-action-0.1
distcp-action-0.2

distcp-action-0.1
distcp-action-0.2

distcp-action-0.1
distcp-action-0.2

distcp-action-0.1
distcp-action-0.2

email

email-action-0.1

email-action-0.2

email-action-0.1

email-action-0.2

email-action-0.1

email-action-0.2

email-action-0.1

email-action-0.2

email-action-0.1

email-action-0.2

email-action-0.1

hive

hive-action-0.2
hive-action-0.3
hive-action-0.4
hive-action-0.5

hive-action-0.6

hive-action-0.2
hive-action-0.3
hive-action-0.4
hive-action-0.5

hive-action-0.6

hive-action-0.2
hive-action-0.3
hive-action-0.4

hive-action-0.5

hive-action-0.2
hive-action-0.3
hive-action-0.4

hive-action-0.5

hive-action-0.2
hive-action-0.3
hive-action-0.4

hive-action-0.5

hive-action-0.2
hive-action-0.3
hive-action-0.4

hive-action-0.5
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Enabling the Oozie Web Console

Enabling the Oozie Web Console Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. Download ext-2.2.
2. Extract the contents of the fileto/ var /| i b/ oozi e/ on the same host as the Oozie Server.

For example:

unzip ext-2.2.zip -d /var/lib/oozie
chown -R oozie:oozie /var/lib/oozielext-2.2

After that the content of the directories is the following:

$1s -1tr /var/lib/ooziel

total 984

drwxr-xr-x 9 oozie
drwxr-xr-x 2 oozie

SrTWr--r--

drwxr-xr-x 5 oozie

oozi e 4096 Aug
oozi e 6 Nov
1 systest root 999635 Dec
oozi e 42 Dec

$1s -1tr /var/lib/oozielext-2.2/

total 1752
STWr--T--
dr wxr - Xr - x
dr wWxr - Xr-x
dr wxr - Xr - x
dr wxr - Xr - x

STWr--T--
STWr--T--
STWr--T--
dr wxr - Xr - X
STWr--T--
STWr--T--
STWr--T--

dr wWxr - Xr-x
dr wxr - Xr - x
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00zi e 00zi
4 oozi e oozi

00zi e 00zi

00zi e 00zi
1 oozi e oozi
1 oozi e oozi
1 oozi e oozi
6 00zi e 00zi
1 oozi e oozi
1 oozi e oozi
1 oozi e oozi
4 oozi e oozi
5 oozi e oozi
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4 2008 ext
30

-2.2
02: 25 work

2 07: 32 nysql -connector-java.jar
2 07:43 tonctat - depl oynment

893 Feb 24 2008 | NCLUDE_ORDER t xt
4096 Aug 4 2008 exanpl es
49 Aug 4 2008 resources
148 Aug 4 2008 source
120 Aug 4 2008 build
87524 Aug 4 2008 ext-core.js
163794 Aug 4 2008 ext-core-debug.js
974145 Aug 4 2008 ext-all-debug.js
55 Aug 4 2008 adapter
11548 Aug 4 2008 CHANGES. ht ni
538956 Aug 4 2008 ext-all.js
1513 Aug 4 2008 I|icense.txt
108 Aug 4 2008 docs
94 Dec 3 02:27 air

. Select Enable Oozie server web console.
. To commit the changes, click Save Changes.
. Restart the Oozie service.

. In Cloudera Manager Admin Console, go to the Oozie service.
. Locate the Enable Oozie server web console property or search for it by typing its name in the Search box.
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Enabling the Oozie Web Console Using the Command Line

See Enabling the Oozie Web Console.

Enabling Oozie SLA with Cloudera Manager
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

1. In the Cloudera Manager Admin Console, go to the Oozie service.

2. Click the Configuration tab.

3. Locate the Enable SLA Integration property or search for it by typing its name in the Search box.
4

. Select Enable SLA Integration. This sets the required values for oozi e. servi ces. ext and
00zi e. servi ce. Event Handl er Servi ce. event. | i steners inoozie-site.xm .

5. Click Save Changes to commit the changes.
6. Restart the Oozie service.

The following properties are set by default when you enable Oozie SLA in Cloudera Manager. You do not have to
explicitly define them, unless you want to modify any of these parameters:

0o0zi e. servi ce. SchenmaSer vi ce. wf. schemas

oozi e. servi ce. SchemaSer vi ce. coord. schenas

oozi e. servi ce. SchemaSer vi ce. sl a. schenas

oozi e. servi ce. ELSer vi ce. groups

o0ozi e. service. ELServi ce. constants. wf -sl a-subm t
oozi e. service. ELServi ce. ext.constants. coord-sla-create
oozi e. service. ELServi ce. functions. coord-sl a-create
oozi e. service. ELServi ce. const ants. coord- sl a-subm t
0ozi e. service. ELServi ce. functions. coord-sl a-submi t
oozi e. servi ce. Event Handl er Service.filter. app.types
oozi e. servi ce. Event Handl er Ser vi ce. event . queue

oozi e. servi ce. Event Handl er Ser vi ce. queue. si ze

0ozi e. servi ce. Event Handl er Servi ce. wor ker. i nt erval
oozi e. servi ce. Event Handl er Ser vi ce. bat ch. si ze

0ozi e. servi ce. Event Handl er Servi ce. wor ker . t hr eads
oozi e. sl a. service. SLAServi ce. al ert.events

oozi e. sl a.service. SLAServi ce. capacity

oozi e. sl a. servi ce. SLAServi ce. cal cul ator.inp

oozi e. sl a. servi ce. SLAServi ce. j ob. event. | at ency
oozi e. sl a. servi ce. SLAServi ce. check.interva

For oozi e. sl a. servi ce. SLAServi ce. al ert. events, only END_M SSis configured by default. To change the
alert events, explicitly set END_M SS, START_M SS, or DURATI ON_M SS, in Oozie Server Advanced Configuration
Snippet (Safety Valve) for oozie-site.xml.

For more information on configuring SLA for Oozie, see Oozie SLA Monitoring.

For the complete list of supported configuration properties, see Qozie Configuration Properties.

Setting the Oozie Database Timezone

We recommended that you set the timezone in the Oozie database to GMT. Databases do not handle Daylight Saving
Time (DST) shifts correctly. There might be problems if you run any Coordinators with actions scheduled to materialize
during the one-hour period that gets lost in DST.

¢ To set the timezone in Derby, add the following to CATALI NA_OPTS in the oozi e- env. sh file:

- Duser.ti mezone=GVIl

¢ To set the timezone just for Oozie in MySQL, add the following argument to
oozi e. servi ce. JPAServi ce.jdbc. url:

uselLegacyDat et i nreCode=f al se&ser ver Ti nrezone=GVIl
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o Important: Changing the timezone on an existing Oozie database while Coordinators are already
running might cause Coordinators to shift by the offset of their timezone from GMT one time after
you make this change.

For more information about how to set your database's timezone, see your database's documentation.

Scheduling in Oozie Using Cron-like Syntax

Most Linux distributions include the cron utility, which is used for scheduling time-based jobs. For example, you might
want cron to run a script that deletes your Internet history once a week. This topic explains how to schedule Oozie
using Cron-like syntax.

Location

Set the scheduling information in the f r equency attribute of the coor di nat or . xni file. A simple file looks like the
following example. The frequency attribute and scheduling information appear in bold.

<coordi nat or - app nane="MY_APP" frequency="30 14 * *
*" start="2009-01-01T05: 00Z" end="2009-01-01T06: 00Z" ti nmezone="UTC"
xm ns="uri: oozi e: coordi nator:0.5">
<action>
<wor kf | ow>
<app- pat h>hdf s: / /1 ocal host : 8020/ t np/ wor kf | ows</ app- pat h>
</ wor kf | ow>
</ action>
</ coor di nat or - app>

o Important: Before CDH 5 Oozie used fixed-frequency scheduling. You could only schedule according
to a set amount of minutes or a set time configured in an EL (Expression Language) function. The
cron-like syntax allows more flexibility.

Syntax and Structure
The cron-like syntax used by Oozie is a string with five space-separated fields:

e minute

e hour

¢ day-of-month
e month

¢ day-of-week

The structure takes the formof * * * * * For example, 30 14 * * * means that the job runs at at 2:30 p.m.
everyday. The minute field is set to 30, the hour field is set to 14, and the remaining fields are set to *.

Allowed Values and Special Characters

The following table describes special characters allowed and indicates in which fields they can be used.

Table 6: Special Characters

Character Fields Allowed Description

* (asterisk) All Match all values.

, (comma) All Specify multiple values.
- (dash) All Specify a range.

! (forward slash) All Specify an increment.



http://en.wikipedia.org/wiki/Cron

Character Fields Allowed Description

? (question mark) Day-of-month, day-of-week | Indicate no specific value (for example, if you want to specify
one but not the other).

L Day-of-month, day-of-week | Indicate the last day of the month or the last day of the week
(Saturday). In the day-of-week field, 6L indicates the last Friday
of the month.

W Day-of-month Indicate the nearest weekday to the given day.

# (pound sign) Day-of-week Indicate the nth day of the month

The following table summarizes the valid values for each field.

Field Allowed Values Allowed Special Characters
Minute 0-59 , -

Hour 0-23 , -

Day-of-month 0-31 , - *?2/ LW

Month 1-12 or JAN-DEC , -

Day-of-week 1-7 or SUN-SAT , - 2 L #

For more information about Oozie cron-like syntax, see Cron syntax in coordinator frequency.

Important: Some cron implementations accept 0-6 as the range for days of the week. Oozie accepts
1-7 instead.

Scheduling Examples

The following examples show cron scheduling in Oozie. Oozie’s processing time zone is UTC. If you are in a different
time zone, add to or subtract from the appropriate offset in these examples.

Run at the 30th minute of every hour

Set the minute field to 30 and the remaining fields to * so they match every value.
frequency="30 * * * *"

Run at 2:30 p.m. every day
Set the minute field to 30, the hour field to 14, and the remaining fields to *.

frequency="30 14 * * *"

Run at 2:30 p.m. every day in February

Set the minute field to 30, the hour field to 14, the day-of-month field to *, the month field to 2 (February), and
the day-of-week field to *.

frequency="30 14 * 2 *"

Run every 20 minutes between 5:00-10:00 a.m. and between 12:00-2:00 p.m. on the fifth day of each month

Set the minute field to 0/ 20, the hour field to 5- 9, 12- 14, the day-of-month field to 0/ 5, and the remaining fields
to*.

frequency="0/20 5-9,12-14 0/5 * *"


https://archive.cloudera.com/cdh5/cdh/5/oozie/CoordinatorFunctionalSpec.html#a4.4.3._Cron_syntax_in_coordinator_frequency

Run every Monday at 5:00 a.m.

Set the minute field to 0, the hour field to 5, the day-of-month field to ?, the month field to *, and the day-of-week
field to MON.

frequency="0 5 ? * MON'

E,I Note: If the ? was set to *, this expression would run the job every day at 5:00 a.m., not just
Mondays.

Run on the last day of every month at 5:00 a.m.

Set the minute field to 0, the hour field to 5, the day-of-month field to L, the month field to *, and the day-of-week
field to 2.

frequency="0 5 L * ?"

Run at 5:00 a.m. on the weekday closest to the 15th day of each month

Set the minute field to 0, the hour field to 5, the day-of-month field to 15Wthe month field to *, and the day-of-week
field to 2.

frequency="0 5 15wW=* 2"

Run every 33 minutes from 9:00-3:00 p.m. on the first Monday of every month

Set the minute field to 0/ 33, the hour field to 9- 14, the day-of-week field to 2#1 (the first Monday), and the
remaining fields to *.

frequency="0/33 9-14 ? * 2#1"

Run every hour from 9:00 a.m.-5:00 p.m. on weekdays

Set the minute field to 0, the hour field to 9- 17, the day-of-month field to ?, the month field to *, and the
day-of-week field to 2- 6.

frequency="0 9-17 ? * 2-6"

Run on the second-to-last day of every month

Set the minute field to 0, the hour field to 0, the day-of-month field to L- 1, the month field to *, and the day-of-week
field to 2.

frequency="0 0 L-1 * 2"

E,I Note: “L-1@neans the second-to-last day of the month.

Oozie uses Quartz, a job scheduler library, to parse the cron syntax. For more examples, go to the CronTrigger Tutorial
on the Quartz website. Quartz has two fields (second and year) that Oozie does not support.

Configuring Oozie to Enable MapReduce Jobs To Read/Write from Amazon S3

Starting with CDH 5.9, MapReduce jobs controlled by Oozie as part of a workflow can read from and write to Amazon
S3. The steps below show you how to enable this capability. Before you begin, you will need your AWS credentials (the
appropriate Access key ID and Secret access key obtained from Amazon Web Services for your Amazon S3 bucket).
After storing these credentials in the keystore (the JCEKS file), specify the path to this keystore in the Oozie workflow
configuration.


http://www.quartz-scheduler.org/
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E,i Note: This setup is for use in the context of Oozie workflows only, and does not support running shell
scripts on Amazon S3 or other types of scenarios.

In the steps below, replace the path/to/file with the HDFS directory where the . j ceks file is located, and replace
access_key_ID and secret_access_key with your AWS credentials.

1. Create the credential store (. j ceks) and add your AWS access key to it as follows:

hadoop credential create fs.s3a.access. key -provider \
jceks://hdfs/path/to/file.jceks -value access_key_id

For example:

hadoop credential create fs.s3a.access. key -provider \
jceks://hdfs/user/root/awskeyfile.jceks -val ue AKI Al PVYH.. ..

2. Add the AWS secret to this same keystore:

hadoop credential create fs.s3a.secret. key -provider \
jceks://hdfs/path/to/file.jceks -value secret_access_key

3. Sethadoop. security.credential . provi der. pat htothe pathofthe. j ceks filein Oozie'swor kf | ow. xm
file in the MapReduce Action's <conf i gur at i on> section so that the MapReduce framework can load the AWS
credentials that give access to Amazon S3.

<acti on name="S3j ob">
<map- r educe>
<j ob-tracker>${j obtracker}</job-tracker>
<name- node>${ nanenode} </ name- node>
<confi guration>
<property>
<name>hadoop. security.credential . provi der. pat h</ name>
<val ue>j ceks://hdfs/path/to/file.jceks</val ue>
</ property>

</ action>

For more information about Amazon Web Services (AWS) credentials and Amazon S3, see How To Configure Security
for Amazon S3.

Configuring Oozie to Enable MapReduce Jobs To Read/Write from Microsoft Azure (ADLS)

MapReduce jobs controlled by Oozie as part of a workflow can read from and write to Azure Data Lake Storage (ADLS).
The steps below show you how to enable this capability. Before you begin, you will need the following information
from your Microsoft Azure account:

e Theclientid.

¢ The client secret.

e Therefresh URL. To get this value, in the Azure portal, go to Azure Active Directory > App registrations > Endpoints.
In the Endpoints region, copy the OAUTH 2.0 TOKEN ENDPOINT. This is the value you need for the refresh_URL,
below.

After storing these credentials in the keystore (the JCEKS file), specify the path to this keystore in the Oozie workflow
configuration.

E,’ Note: This setup is for use in the context of Oozie workflows only, and does not support running shell
scripts on Microsoft Azure or other types of scenarios.



In the steps below, replace the path/to/file with the HDFS directory where the . j ceks file is located, and replace
access_key_ID and secret_access_key with your Microsoft Azure credentials.

1. Create the credential store (. j ceks) and add your Azure Client ID, Client Secret, and refresh URL to the store as
follows:

hadoop credential create dfs.adls.oauth2.client.id -provider

j ceks: // hdf s/ user/ USER_NAME/ adl skeyfile.jceks -value client ID
hadoop credential create dfs.adls.oauth2.credential -provider

j ceks: // hdf s/ user/ USER_NAME/ adl skeyfile.jceks -value client secret
hadoop credential create dfs.adls.oauth2. refresh.url -provider

j ceks: // hdf s/ user/ USER_NAME/ adl skeyfile.jceks -value refresh URL

2. Sethadoop. security.credential . provi der. pat htothe pathofthe. j ceks filein Oozie'swor kf | ow. xm
file in the MapReduce Action's <conf i gur at i on> section so that the MapReduce framework can load the Azure
credentials that give access to ADLS.

<action nane="ADLSj ob" >
<map-r educe>
<j ob-tracker>%${j obtracker}</job-tracker>
<name- node>${ nanenode} </ nanme- node>
<configuration>
<property>
<name>hadoop. security.credential . provi der. pat h</ name>
<val ue>j ceks://hdfs/path/to/file.jceks</val ue>
</ property>

</ action>

Managing Solr

You can install the Solr service through the Cloudera Manager installation wizard, using either parcels or packages.
See Installing Cloudera Search.

You can elect to have the service created and started as part of the Installation wizard. If you elect not to create the
service using the Installation wizard, you can use the Add Service wizard to perform the installation. The wizard will
automatically configure and start the dependent services and the Solr service. See Adding a Service on page 43 for
instructions.

For further information on the Solr service, see Cloudera Search Guide.

The following sections describe how to configure other CDH components to work with the Solr service.

Configuring the Flume Morphline Solr Sink for Use with the Solr Service
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

To use a Flume Morphline Solr sink, the Flume service must be running on your cluster. See the Flume Near Real-Time
Indexing Reference (CDH 5) for information about the Flume Morphline Solr Sink and Configuring Apache Flume.

1. Go to the Flume service.

. Click the Configuration tab.

. Select Scope > Agent

. Select Category > Flume-NG Solr Sink.

. Edit the following settings, which are templates that you must modify for your deployment:

v b WN

¢ Morphlines File (nor phl i nes. conf ) - Configures Morphlines for Flume agents. You must use $ZK_HGOST in
this field instead of specifying a ZooKeeper quorum. Cloudera Manager automatically replaces the $ZK_HOST
variable with the correct value during the Flume configuration deployment.

e Custom MIME-types File (cust om mi net ypes. xnl ) - Configuration for the det ect M neTypes command.
See the Cloudera Morphlines Reference Guide for details on this command.
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¢ Grok Dictionary File (gr ok- di cti onary. conf ) - Configuration for the gr ok command. See the Cloudera
Morphlines Reference Guide for details on this command.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

Once configuration is complete, Cloudera Manager automatically deploys the required files to the Flume agent process
directory when it starts the Flume agent. Therefore, you can reference the files in the Flume agent configuration using
their relative path names. For example, you can use the name nor phl i nes. conf to refer to the location of the
Morphlines configuration file.

Using a Load Balancer with Solr
To configure a load balancer:

. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > All

. Enter the hostname and port number of the load balancer in the Solr Load Balancer property in the format
host nane: port nunber.

E,’ Note:

When you set this property, Cloudera Manager regenerates the keytabs for Solr roles. The principal
in these keytabs contains the load balancer hostname.

U b WN R

If there is a Hue service that depends on this Solr service, it also uses the load balancer to
communicate with Solr.

6. Click Save Changes to commit the changes.

Migrating Solr Replicas

When you replace a host, migrating replicas on that host to the new host, instead of depending on failure recovery,
can help ensure optimal performance.

Where possible, the Solr service routes requests to the proper host. Both ADDREPLI| CA and DELETEREPLI CA
Collections API calls can be sent to any host in the cluster. For more information on the Collections API, see the
Collections API section of Apache Solr Reference Guide 4.10 (PDF).

e For adding replicas, the node parameter ensures the new replica is created on the intended host. If no host is
specified, Solr selects a host with relatively fewer replicas.
e For deleting replicas, the request is routed to the host that hosts the replica to be deleted.

Adding replicas can be resource intensive. For best results, add replicas when the system is not under heavy load. For
example, do not add replicas when heavy indexing is occurring or when MapReducelndexerTool jobs are running.

Cloudera recommends using API calls to create and unload cores. Do not use the Cloudera Manager Admin Console
or the Solr Admin Ul for these tasks.

This procedure uses the following names:
e Host names:

— Origin: sol r 01. exanpl e. com
— Destination: sol r 02. exanpl e. com

e Collection name: enai |
e Replicas:

— The original replica enai | _shardl_replical, whichisonsol r01. exanpl e. com
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— The new replica emai | _shardl_repl i ca2, which will be on sol r02. exanpl e. com

To migrate a replica to a new host:

1. (Optional) If you want to add a replica to a particular node, review the contents of the | i ve_nodes directory on
ZooKeeper to find all nodes available to host replicas. Open the Solr Administration User interface, click Cloud,
click Tree, and expand live_nodes. The Solr Administration User Interface, including live_nodes, might appear as

follows:
Apache '&‘ th/
f - =] faliases.json
SOI r | -] /clusterprops.json
| fclusterstate.json
@ Dashboard : | /collections
&) Logging | /configs
4 flive_nodes
= Cloud G
- |] solr01.example.com:8983_solr
U Tree | solr02.example.com:8983_solr
. | solr03.example.com:8983_solr
. | solr04.example.com:8983_solr
3 > Joverseer
& : | | /overseer_elect
=] /solr.xml
1 Core Admin - || /token
Jzkdtsm

-/ Java Properties Ly

— Thread Dump

E’; Note: Information about Solr nodes can also be found in cl ust er st at e. j son, but that file
only lists nodes currently hosting replicas. Nodes running Solr but not currently hosting replicas
are not listed in cl ust erst ate. j son.

2. Add the new replica on sol r 02. exanpl e. comusing the ADDREPLI CA API call.

http//sd rOL exenpl e cam8383/ sd r/ adn/ od | ecti ons?act | onmAIIRER G8edl | ecti avenai | &sher dsher di€node=sd r(2 exampl e com883 sd r

3. Verify that the replica creation succeeds and moves from recovery state to ACTIVE. You can check the replica
status in the Cloud view, which can be found at a URL similar to:
http://sol r02. exanpl e. com 8983/ sol r/ #/ ~cl oud.



E,i Note: Do not delete the original replica until the new one is in the ACTIVE state. When the newly

added replica is listed as ACTIVE, the index has been fully replicated to the newly added replica.
The total time to replicate an index varies according to factors such as network bandwidth and
the size of the index. Replication times on the scale of hours are not uncommon and do not
necessarily indicate a problem.

You can use the det ai | s command to get an XML document that contains information about
replication progress. Use cur | or a browser to access a URI similar to:

http://sol r02. exanpl e. com8983/sol r/ enai | _shardl replica2/ replicati on?conmand=detai | s

Accessing this URI returns an XML document that contains content about replication progress. A
snippet of the XML content might appear as follows:

nanme="nunti | esDownl oaded" >126</ st r>

name="replication StartTi ne">Tue Jan 21 14: 34: 43 PST 2014</str>
name="ti meEl apsed" >457s</str>

nane="current Fi | e">4xt _Lucene4l_0. pos</str>

nane="currentFi | eSi ze" >975. 17 MB</str>

<str
<str
<str
<str
<str

<str nane="currentFi | eSi zeDownl oaded" >545 MB</str>
<str nanme="currentFil eSi zePercent">55. 0</str>

<str name="byt esDownl oaded" >8. 16 GB</str>

<str nane="total Percent">73.0</str>

<str
<str

nane="t i neRemai ni ng" >166s</str>
nanme="downl oadSpeed" >18. 29 MB</str>

4. Use the CLUSTERSTATUS API call to retrieve information about the cluster, including current cluster status:
http://sol r01. exanpl e. com 8983/ sol r/ adm n/ col | ecti ons?act i on=cl ust er st at us&t =j son& ndent =t r ue

Review the returned information to find the correct replica to remove. An example of the JSON file might appear

as follows:
email is the "collection”
t:(ﬁmml.._{ - parameter for
“shards™{ ADDREFLICA and
“shard1"{ DELETEREFLICA
“range":"B0000000-Hiffff,
“"sale""active”,
“replicas™:{

“core nadez"| - shardl is the "shard”
"core":"email_shardl_replical®, parameter for
“base_ur*http:/i192.168 1 81:8983/s0lr, ADDREPLICA and
“node_name”;"192 168.1.81:8983 _solr", DELETEREPLICA
“leader:"true”,

“state™."active"}},
shard2":{
range"0- Tt core_node? is the
“stale" “aclive", “replica” paramater for
“veplicas™{ DELETEREPLICA
"core_nodel"{
"core""email_shard2_replical®,
“base_url™"http:/f192.168.1. 82:8983/s50lr,
“node_name”;"192.168.1.82:8983_salr",
“leader:"true”,
“state™."active .
"maxShardsPerNode™"1",
“router”:
{"name":"compositeld"},
“replicationFactor:"1",
“autoAddReplicas™"false™}}

5. Delete the old replica on sol r 01. exanpl e. comserver using the DELETEREPLI| CA API call:
http://sd rOL exanpl e. com89383/ sd r/ adniry cal | ecti ons?act i onFDH ETHRERL GA8cadl | ect i onmenai | &shar d=shar d1& el | ca=core_node?

The DELETEREPLI CA call removes the dat adi r.



Managing Spark

Apache Spark is a general framework for distributed computing that offers high performance for both batch and
interactive processing.

To run applications distributed across a cluster, Spark requires a cluster manager. Cloudera supports two cluster
managers: YARN and Spark Standalone. When run on YARN, Spark application processes are managed by the YARN
ResourceManager and NodeManager roles. When run on Spark Standalone, Spark application processes are managed
by Spark Master and Worker roles.

In CDH 5, Cloudera recommends running Spark applications on a YARN cluster manager instead of on a Spark Standalone
cluster manager, for the following benefits:

¢ You can dynamically share and centrally configure the same pool of cluster resources among all frameworks that
run on YARN.

* You can use all the features of YARN schedulers for categorizing, isolating, and prioritizing workloads.

¢ You choose the number of executors to use; in contrast, Spark Standalone requires each application to run an
executor on every host in the cluster.

e Spark can run against Kerberos-enabled Hadoop clusters and use secure authentication between its processes.

Related Information

e Spark Guide
e Monitoring Spark Applications

e Tuning Spark Applications on page 210
e Spark Authentication

e Cloudera Spark forum

e Apache Spark documentation

This section describes how to manage Spark services.

Managing Spark Using Cloudera Manager
Spark is available as two services: Spark and Spark (Standalone).

In Cloudera Manager 5.1 and lower, the Spark service runs a Spark Standalone cluster, which has Master and Worker
roles.

In Cloudera Manager 5.2 and higher, the service that runs a Spark Standalone cluster has been renamed Spark
(Standalone), and the Spark service runs Spark as a YARN application with only gateway roles. Both services have a
Spark History Server role.

You can install, add, and start Spark through the Cloudera Manager Installation wizard using parcels. For more
information, see Installing Spark.

If you do not add the Spark service using the Installation wizard, you can use the Add Service wizard to create the
service. The wizard automatically configures dependent services and the Spark service. For instructions, see Adding a
Service on page 43.

When you upgrade from Cloudera Manager 5.1 or lower to Cloudera 5.2 or higher, Cloudera Manager does not migrate
an existing Spark service, which runs Spark Standalone, to a Spark on YARN service.

For information on Spark applications, see Spark Application Overview.

How Spark Configurations are Propagated to Spark Clients

Because the Spark service does not have worker roles, another mechanism is needed to enable the propagation of
client configurations to the other hosts in your cluster. In Cloudera Manager gateway roles fulfill this function. Whether
you add a Spark service at installation time or at a later time, ensure that you assign the gateway roles to hosts in the
cluster. If you do not have gateway roles, client configurations are not deployed.



http://spark.apache.org/
http://hadoop.apache.org/docs/r2.4.1/hadoop-yarn/hadoop-yarn-site/FairScheduler.html
http://community.cloudera.com/t5/Advanced-Analytics-Apache-Spark/bd-p/Spark
https://spark.apache.org/documentation.html

Managing Spark Standalone Using the Command Line

o Important: This item is deprecated and will be removed in a future release. Cloudera supports items
that are deprecated until they are removed. For more information about deprecated and removed
items, see Deprecated Items.

This section describes how to configure and start Spark Standalone services.

For information on installing Spark using the command line, see Spark Installation. For information on configuring and
starting the Spark History Server, see Configuring and Running the Spark History Server Using the Command Line on
page 174.

For information on Spark applications, see Spark Application Overview.

Configuring Spark Standalone
Before running Spark Standalone, do the following on every host in the cluster:

e Edit/ et c/ spark/ conf/spark-env. sh and change hostname in the last line to the name of the host where
the Spark Master will run:

#it#

### === | MPORTANT ===

### Change the followi ng to specify the Master host
Hit#

export STANDALONE SPARK_MASTER HOST='" host nane’

¢ Optionally, edit other configuration options:

— SPARK_MASTER PORT / SPARK_MASTER WEBUI _PORT and SPARK_WORKER PORT /
SPARK_WORKER_WEBUI _PORT, to use non-default ports

— SPARK_WORKER_CORES, to set the number of cores to use on this machine

— SPARK WORKER MEMORY, to set how much memory to use (for example: 1000 MB, 2 GB)
— SPARK_WORKER_| NSTANCE, to set the number of worker processes per node

— SPARK_WORKER DI R, to set the working directory of worker processes

Starting and Stopping Spark Standalone Clusters
To start Spark Standalone clusters:

1. On one host in the cluster, start the Spark Master:
$ sudo service spark-master start
You can access the Spark Master Ul at spar k_nast er : 18080.
2. On all the other hosts, start the workers:

$ sudo service spark-worker start

To stop Spark, use the following commands on the appropriate hosts:

$ sudo service spark-worker stop
$ sudo service spark-master stop

Service logs are stored in/ var/ | og/ spar k.

Managing the Spark History Server

The Spark History Server displays information about the history of completed Spark applications. For further information,
see Monitoring Spark Applications.




For instructions for configuring the Spark History Server to use Kerberos, see Spark Authentication.

Adding the Spark History Server Using Cloudera Manager

By default, the Spark (Standalone) service does not include a History Server. To configure applications to store history,
on Spark clients, set spar k. event Log. enabl ed to true before starting the application.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
To add the History Server:

. Go to the Spark service.

. Click the Instances tab.

. Click the Add Role Instances button.

. Select a host in the column under History Server, and then click OK.
. Click Continue.

. Check the checkbox next to the History Server role.

. Select Actions for Selected > Start and click Start.

8. Click Close when the action completes.
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Configuring and Running the Spark History Server Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

1. Create the/ user/ spar k/ appl i cati onHi st ory/ directory in HDFS and set ownership and permissions as
follows:

$ sudo -u hdfs hadoop fs -nkdir /user/spark

$ sudo -u hdfs hadoop fs -nkdir /user/spark/applicationH story

$ sudo -u hdfs hadoop fs -chown -R spark: spark /user/spark

$ sudo -u hdfs hadoop fs -chnod 1777 /user/spark/applicationHi story

2. On hosts from which you will launch Spark jobs, do the following:

a. Create/ et c/ spar k/ conf/ spark-defaul ts. conf:

cp /etc/spark/conf/spark-defaults.conf.tenpl ate /etc/spark/conf/spark-defaults. conf

b. Add the following to/ et c/ spar k/ conf/ spar k- def aul t s. conf :

spar k. event Log. di r =hdf s: // nanenode_host : nanenode_port/user/spark/ applicationH story
spar k. event Log. enabl ed=t r ue

or

spar k. event Log. di r=hdfs:// nane_servi ce_i d/ user/ spark/ applicationHi story
spar k. event Log. enabl ed=t r ue

c. On one host, start the History Server:

$ sudo service spark-history-server start


http://www.cloudera.com/content/support/en/documentation.html

To link the YARN ResourceManager directly to the Spark History Server, set the spar k. yar n. hi st or ySer ver . addr ess
property in/ et c/ spar k/ conf/ spar k-def aul t s. conf:

spar k. yarn. hi storyServer. address=http://spark_hi story_server: history_port

By default, history_port is 18088. This causes Spark applications to write their history to the directory that the History
Server reads.

Managing the Sqoop 1 Client

The Sqoop 1 client allows you to create a Sqoop 1 gateway and deploy the client configuration.

Installing JDBC Drivers

Sqoop 1 does not ship with third-party JDBC drivers; you must download them separately. For information on
downloading and saving the drivers, see (CDH 5) Installing JDBC Drivers. Ensure that you do not save JARs in the CDH
parcel directory / opt / cl ouder a/ par cel s/ CDH, because this directory is overwritten when you upgrade CDH.

Adding the Sqoop 1 Client
Minimum Required Role: Full Administrator

The Sqoop 1 client packages are installed by the Installation wizard. However, the client configuration is not deployed.
To create a Sqoop 1 gateway and deploy the client configuration:

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select the Sqoop 1 Client service and click Continue.

3. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

e Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1l.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assighment by hostname ranges.

5. Click Continue. The client configuration deployment command runs.
6. Click Continue and click Finish.



Managing Sqoop 2

Cloudera Manager can install the Sqoop 2 service as part of the CDH installation.

E,i Note: Sqoop 2 is deprecated. Cloudera recommends you use Sqoop 1.

You can elect to have the service created and started as part of the Installation wizard if you choose to add it in Custom
Services. If you elect not to create the service using the Installation wizard, you can use the Add Service wizard to
perform the installation. The wizard will automatically configure and start the dependent services and the Sqoop 2
service. See Adding a Service on page 43 for instructions.

Installing JDBC Drivers

The Sqoop 2 service does not ship with third-party JDBC drivers; you must download them separately. For information
on downloading and saving the drivers, see Configuring Sqoop 2. Ensure that you do not save JARs in the CDH parcel
directory / opt / cl ouder a/ par cel s/ CDH, because this directory is overwritten when you upgrade CDH.

Managing YARN (MRv2) and MapReduce (MRv1)

CDH supports two versions of the MapReduce computation framework: MRv1 and MRv2, which are implemented by
the MapReduce (MRv1) and YARN (MRv2) services. YARN is backwards-compatible with MapReduce. (All jobs that run
against MapReduce also run in a YARN cluster).

The MapReduce v2 (MRv2) or YARN architecture splits the two primary responsibilities of the JobTracker — resource
management and job scheduling/monitoring — into separate daemons: a global ResourceManager and per-application
ApplicationMasters. With YARN, the ResourceManager and per-host NodeManagers form the data-computation
framework. The ResourceManager service effectively replaces the functions of the JobTracker, and NodeManagers
run on worker hosts instead of TaskTracker daemons. The per-application ApplicationMaster is, in effect, a
framework-specific library and negotiates resources from the ResourceManager and works with the NodeManagers
to run and monitor the tasks. For details of this architecture, see Apache Hadoop NextGen MapReduce (YARN).

¢ The Cloudera Manager Admin Console has different methods for displaying MapReduce and YARN job history.
See Monitoring MapReduce Jobs and Monitoring YARN Applications.

e For information on configuring the MapReduce and YARN services for high availability, see MapReduce (MRv1)
and YARN (MRv2) High Availability on page 303.

e Forinformation on configuring MapReduce and YARN resource management features, see Resource Management
on page 227.

Defaults and Recommendations

¢ In a Cloudera Manager deployment of a CDH 5 cluster, the YARN service is the default MapReduce computation
framework.In CDH 5, the MapReduce service has been deprecated. However, the MapReduce service is fully
supported for backward compatibility through the CDH 5 lifecycle.

¢ In a Cloudera Manager deployment of a CDH 4 cluster, the MapReduce service is the default MapReduce
computation framework.You can create a YARN service in a CDH 4 cluster, but it is not considered production
ready.

e For production uses, Cloudera recommends that only one MapReduce framework should be running at any given
time. If development needs or other use case requires switching between MapReduce and YARN, both services
can be configured at the same time, but only one should be running (to fully optimize the hardware resources
available).

Migrating from MapReduce to YARN

Cloudera Manager provides a wizard described in Importing MapReduce Configurations to YARN on page 180 to easily
migrate MapReduce configurations to YARN. The wizard performs all the steps (Switching Between MapReduce and
YARN Services on page 177, Updating Services Dependent on MapReduce on page 177, and Configuring Alternatives
Priority for Services Dependent on MapReduce on page 178) on this page.



https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-yarn/hadoop-yarn-site/YARN.html

The Activity Monitor role collects information about activities run by the MapReduce service. If MapReduce is not
being used and the reporting data is no longer required, then the Activity Monitor role and database can be removed:

1. Do one of the following:

e Select Clusters > Cloudera Management Service.

e On the Home > Status tab, in Cloudera Management Service table, click the Cloudera Management Service
link.

2. Click the Instances tab.

3. Select checkbox for Activity Monitor, select Actions for Selected > Stop, and click Stop to confirm.

4. Select checkbox for Activity Monitor, select Actions for Selected > Delete, and click Delete to confirm.
5. Manage the Activity Monitor database. The example below is for a MySQL backend database:

a. Verify the Activity Monitor database:

nmysqgl > show dat abases;

o e aaa s +
| Dat abase [
o e e e e aaa s +
| amon [
o e e e e aaa s +

b. Back up the database:

$ nysqgl dunp -uroot -pcloudera anmon > /safe_backup_directory/anon. sql

Drop the database:

mysql > drop dat abase anon;

Once you have migrated to YARN and deleted the MapReduce service, you can remove local data from each TaskTracker
host. The mapr ed. | ocal . di r parameter is a directory on the local filesystem of each TaskTracker that contains
temporary data for MapReduce. Once the service is stopped, you can remove this directory to free disk space on each
host.

For detailed information on migrating from MapReduce to YARN, see Migrating from MapReduce (MRv1) to MapReduce

(MRv2).

Switching Between MapReduce and YARN Services
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

MapReduce and YARN use separate sets of configuration files. No files are removed or altered when you change to a
different framework. To change from YARN to MapReduce (or vice versa):

1. (Optional) Configure the new MapReduce or YARN service.
. Update dependent services to use the chosen framework.

. Configure the alternatives priority.

. Redeploy the Oozie Sharelib.

. Redeploy the client configuration.

. Start the framework service to switch to.

. (Optional) Stop the unused framework service to free up the resources it uses.

NOoO u b~ WN

Updating Services Dependent on MapReduce
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

When you change the MapReduce framework, the dependent services that must be updated to use the new framework
are:



e Hive
e Sqoop 2
e QOozie

To update a service:

1. Go to the service.

2. Click the Configuration tab.

3. Select Scope > service name(Service Wide).

4. Select Scope > All.

5. Locate the MapReduce Service property and select the YARN or MapReduce service.
6. Click Save Changes to commit the changes.

7. Select Actions > Restart.

The Hue service is automatically reconfigured to use the same framework as Oozie and Hive. This cannot be changed.
To update the Hue service:

1. Go to the Hue service.
2. Select Actions > Restart.

Configuring Alternatives Priority for Services Dependent on MapReduce
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The alternatives priority property determines which service—MapReduce or YARN—is used by clients to run MapReduce
jobs. The service with a higher value of the property is used. In CDH 4, the MapReduce service alternatives priority is
set to 92 and the YARN service is set to 91. In CDH 5, the values are reversed; the MapReduce service alternatives
priority is set to 91 and the YARN service is set to 92.

To configure the alternatives priority:

. Go to the MapReduce or YARN service.

. Click the Configuration tab.

. Select Scope > Gateway Default Group.

. Select Category > All.

Type Al t er nat i ves in Search box.

. In the Alternatives Priority property, set the priority value.
. Click Save Changes to commit the changes.

. Redeploy the client configuration.
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Configuring MapReduce To Read/Write With Amazon Web Services
These are the steps required to configure MapReduce to read and write with AWS.

1. Save your AWS access key in a . j ceks file in HDFS.

hadoop credential create fs.s3a.access. key -provider \
jceks://hdfs/<hdfs directory>/<file nane>.jceks -value <AWS access key id>

2. Put the AWS secret in the same . j ceks file created in previous step.

hadoop credential create fs.s3a.secret.key -provider \
jceks://hdfs/<hdfs directory>/<file name>.jceks -value <AW5 secret access key>

3. Setyourhadoop. security. credenti al . provi der. pat htothe path ofthe. j ceks filein the job configuration
so that the MapReduce framework loads AWS credentials from the . j ceks file in HDFS. The following example
shows a Teragen MapReduce job that writes to an S3 bucket.

hadoop jar <path to the Hadoop MapReduce exanple jar file> teragen \
- Dhadoop. security.credential . provi der. path=\



jceks://hdfs/<hdfs directory>/<file name>.jceks \
100 s3a://<bucket nane>/teragenl

You can specify the variables <hdfs directory>, <file name>, <AWS access key id>, and <AWS secret access key>. <hdfs
directory> is the HDFS directory where you store the . j ceks file. <file name> is the name of the . j ceks file in HDFS.

To configure Oozie to submit S3 MapReduce jobs, see Configuring Oozie to Enable MapReduce Jobs To Read/Write
from Amazon S3 on page 166.

Managing YARN

For an overview of computation frameworks, insight into their usage and restrictions, and examples of common tasks
they perform, see Managing YARN (MRv2) and MapReduce (MRv1) on page 176.

Adding the YARN Service
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. On the Home > Status tab, click

-

to the right of the cluster name and select Add a Service. A list of service types display. You can add one type of
service at a time.

2. Select YARN (MR2 Included) and click Continue.

3. Select the services on which the new service should depend. All services must depend on the same ZooKeeper
service. Click Continue.

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. You can reassign role instances.

Click a field below a role to display a dialog box containing a list of hosts. If you click a field containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

¢ Range of hostnames (without the domain portion)

Range Definition Matching Hosts

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com hostl.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com,
host10.company.com

e |P addresses
e Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.

Configuring Memory Settings for YARN and MRv2

The memory configuration for YARN and MRv2 memory is important to get the best performance from your cluster.
Several different settings are involved. The table below shows the default settings, as well as the settings that Cloudera
recommends, for each configuration option. See Managing YARN (MRv2) and MapReduce (MRv1) on page 176 for more
configuration specifics; and, for detailed tuning advice with sample configurations, see Tuning YARN on page 217.




Table 7: YARN and MRv2 Memory Configuration

Cloudera Manager Property
Name

CDH Property Name

Default Configuration

Cloudera Tuning Guidelines

preferlPv4Stack=true

Container Memory yarn. SChe|d|U| er.. o 1GB 0
Minimum m ni mum al | ocat i on-
Container Memory yarn. SChe|d|U| er.. o 64 GB amount of memory on
Maximum maxi mum al 1 ocati on- largest host
Container Memory yarn. scheduler. 512 MB Use a fairly large value, such
Increment i ncrement -al | ocat i on- nb as 128 MB
Container Memory yarn. nodemanager . 8 GB 8 GB
resource. menory-nmb
Map Task Memory napr educe. nap. menory. nb | 1 GB 1GB
Reduce Task Memory napr educe. reduce. nenory. nio | 1 GB 1GB
Map Task Java Opts Base napr educe. nap. j ava. opt s | -Djava.net. -Djava.net.

preferlPv4Stack=true
-Xmx768m

Reduce Task Java Opts Base

napr educe. reduce. j ava. opt s

-Djava.net.
preferlPv4Stack=true

-Djava.net.
preferlPv4Stack=true
-Xmx768m

Base

am comand- opt s

preferlPv4Stack=true

ApplicationMaster Memory |yar n. app. mapr educe. 1GB 1GB
am resource. nb
ApplicationMaster Java Opts | yar n. app. napr educe. -Djava.net. -Djava.net.

preferlPv4Stack=true
-Xmx768m

Configuring Directories

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Creating the Job History Directory

When adding the YARN service, the Add Service wizard automatically creates a job history directory. If you quit the

Add Service wizard or it does not finish, you can create the directory outside the wizard:

1. Go to the YARN service.

2. Select Actions > Create Job History Dir.
3. Click Create Job History Dir again to confirm.

Creating the NodeManager Remote Application Log Directory

When adding the YARN service, the Add Service wizard automatically creates a remote application log directory. If you
quit the Add Service wizard or it does not finish, you can create the directory outside the wizard:

1. Go to the YARN service.

2. Select Actions > Create NodeManager Remote Application Log Directory.

3. Click Create NodeManager Remote Application Log Directory again to confirm.

Importing MapReduce Configurations to YARN

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)




n Warning: In addition to importing configuration settings, the import process:

e Configures services to use YARN as the MapReduce computation framework instead of MapReduce.
e Overwrites existing YARN configuration and role assignments.

When you upgrade from CDH 4 to CDH 5, you can import MapReduce configurations to YARN as part of the upgrade
wizard. If you do not import configurations during upgrade, you can manually import the configurations at a later time:

1.
2.
3.
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Go to the YARN service page.

Stop the YARN service.

Select Actions > Import MapReduce Configuration. The import wizard presents a warning letting you know that
it will import your configuration, restart the YARN service and its dependent services, and update the client
configuration.

. Click Continue to proceed. The next page indicates some additional configuration required by YARN.
. Verify or modify the configurations and click Continue. The Switch Cluster to MR2 step proceeds.

. When all steps have been completed, click Finish.

. (Optional) Remove the MapReduce service.

a. Click the Cloudera Manager logo to return to the Home page.
b. In the MapReduce row, right-click

-

and select Delete. Click Delete to confirm.

. Recompile JARs used in MapReduce applications. For further information, see For MapReduce Programmers:

Writing and Running Jobs.

Configuring the YARN Scheduler

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The YARN service is configured by default to use the Fair Scheduler. You can change the scheduler type to FIFO or
Capacity Scheduler. You can also modify the Fair Scheduler and Capacity Scheduler configuration. For further information
on schedulers, see YARN (MRv2) and MapReduce (MRv1) Schedulers on page 244.

Configuring the Scheduler Type

1.
. Click the Configuration tab.

. Select Scope > ResourceManager.
. Select Category > Main.

. Select a scheduler class.
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Go to the YARN service.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

. Click Save Changes to commit the changes.
. Restart the YARN service.

Modifying the Scheduler Configuration

o U b WN

. Go to the YARN service.

. Click the Configuration tab.

. Click the ResourceManager Default Group category.
. Select Scope > ResourceManager.

. Type Schedul er in the Search box.

. Locate a property and modify the configuration.



To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

7. Click Save Changes to commit the changes.
8. Restart the YARN service.

Dynamic Resource Management

In addition to the static resource management available to all services, the YARN service also supports dynamic
management of its static allocation. See Dynamic Resource Pools on page 233.

Configuring YARN for Long-running Applications

On a secure cluster, long-running applications such as Spark Streaming jobs will need additional configuration since
the default settings only allow the hdf s user's delegation tokens a maximum lifetime of 7 days, which is not always
sufficient. For instructions on how to work around this issue, see Configuring Spark on YARN for Long-Running

Applications.

Task Process Exit Codes

All YARN tasks on the NodeManager are run in a JVM. When a task runs successfully, the exit code is 0. Exit codes of
0 are not logged, as they are the expected result. Any non-zero exit code is logged as an error. The non-zero exit code
is reported by the NodeManager as an error in the child process. The NodeManager itself is not affected by the error.

The task JVM might exit with a non-zero code for multiple reasons, though there is no exhaustive list. Exit codes can
be split into two categories:

¢ Set by the JVM based on the OS signal received by the JVM
¢ Directly set in the code

Signal-Related Exit Codes

When the OS sends a signal to the JVM, the JVM handles the signal, which could cause the JVM to exit. Not all signals
cause the JVM to exit. Exit codes for OS signals have a value between 128 and 160. Logs show non-zero status codes
without further explanation.

Two exit values that typically do not require investigation are 137 and 143. These values are logged when the JVM is
killed by the NodeManager or the OS. The NodeManager might kill a JVM due to task preemption (if that is configured)
or a speculative run. The OS might kill the JVM when the JVM exceeds system limits like CPU time. You should investigate
these codes if they appear frequently, as they might indicate a misconfiguration or a structural problem with regard
to resources.

Exit code 154 is used in Recover edCont ai ner Launch#cal | to indicate containers that were lost between
NodeManager restarts without an exit code being recorded. This is usually a bug, and requires investigation.

Other Exit Codes

The JVM might exit if there is an unrecoverable error while running a task. The exit code and the message logged should
provide more detail. A Java stack trace might also be logged as part of the exit. These exits should be investigated
further to discover a root cause.

In the case of a streaming MapReduce job, the exit code of the JVM is the same as the mapper or reducer in use. The
mapper or reducer can be a shell script or Python script. This means that the underlying script dictates the exit code:
in streaming jobs, you should take this into account during your investigation.

Managing YARN ACLs

An Access Control List (ACL) is a list of specific permissions or controls that allow individual users or groups to perform
specific actions upon specific objects, as well as defining what operations are allowed on a given object. YARN ACLs
do not deny access; rather, they identify a user, list of users, group, or list of groups who can access a particular object.



Like HDFS ACLs, YARN ACLs provide a way to set different permissions for specific named users or named groups. ACLs
enhance the traditional permissions model by defining access control for arbitrary combinations of users and groups
instead of a single owner/user or a single group.

YARN ACL Rules and Syntax
This section describes the rules governing YARN ACLs and includes syntax examples.
YARN ACL Rules
All YARN ACLs must adhere to the following rules:
¢ Special Values:

— The wildcard character (*) indicates that everyone has access.

E,i Note: You cannot use the wildcard (*) character along with a list of users and/or groups in
the same ACL. If you use the wildcard character it must be the only item in the ACL.

— Asingle space entry indicates that no one has access.

¢ If there are no spaces in an ACL, then all entries (the listed users and/or groups) are considered authorized users.

e Group names in YARN Resource Manager ACLs are case sensitive. So, if you specify an uppercase group name in
the ACL, it will not match the group name resolved from the Active Directory because Active Directory group
names are resolved in lowercase.

e If an ACL starts with a single space, then it must consist of groups only.

¢ All entries after the occurrence of a second single space in an ACL are ignored.

e There are no ACLs that deny access to a user or group. However, if you wish to block access to an operation
entirely, enter a value for a non-existent user or group (for example,” NOUSERS NOGROUPS' ), or simply enter a
single space. By doing so, you ensure that no user or group maps to a particular operation by default.

¢ |If you wish to deny only a certain set of users and/or groups, specify every single user and/or group that requires
access. Users and/or groups that are not included are "implicitly" denied access.

YARN ACL Syntax

Following are examples of YARN ACL syntax:

E’; Note: In all cases where a single space is required, you will see: <si ngl e space>.

e Usersonly
user 1, user 2, userN
Use a comma-separated list of user names. Do not place spaces after the commas separating the users in the list.
e Groups only
<si ngl e space>HR, marketi ng, support

You must begin group-only ACLs with a single space. Group-only ACLs use the same syntax as users, except each
entry is a group name rather than user name.

e Users and Groups

fred, ali ce, hal ey<si ngl e space>dat asci ence, mar ket i ng, support

A comma-separated list of user names, followed by a single space, followed by a comma-separated list of group
names. This sample ACL authorizes access to users “fred”, “alice”, and “haley”, and to those users in the groups
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“datascience”, “marketing”, and “support”.



Examples

The following ACL entry authorizes access only to the members of “my_group”:
<si ngl e space>ny_group

The following ACL entry authorizes access to anyone:

*

Py

The following ACL authorizes access to the users “john”, “jane”, and the group “HR”:
j ohn, j ane<si ngl e space>HR

In this example, six groups (“group_1" through “group_6") are defined in the system. The following ACL authorizes
access to a subset of the defined groups, allowing access to all members of groups 1 through 5 (and implicitly denies
access to members of the group “group_6"):

<si ngl e space>group_1, group_2, group_3, group_4, group_5

Activating YARN ACLs

Important: See YARN Admin ACL on page 184 before activating YARN ACLs, because you must configure
o the YARN Admin ACL first, before activation.

In a default Cloudera Manager managed YARN deployment, ACL checks are turned on but do not provide any security,
which means that any user can execute administrative commands or submit an application to any YARN queue. To
provide security the ACL must be changed from its default value, the wildcard character (*).

In non-Cloudera Manager managed clusters, the default YARN ACL settingisf al se, and ACLs are turned off and provide
security out-of-the-box.

Activate YARN ACLs via the yar n. acl . enabl e property (values are eithert r ue or f al se):

<property>
<name>yar n. acl . enabl e</ nanme>
<val ue>t rue</val ue>

</ property>

YARN ACLs are independent of HDFS or protocol ACLs, which secure communications between clients and servers at
a low level.
YARN ACL Types
This section describes the types of YARN ACLs available for use:
e YARN Admin ACL on page 184
(yarn. adni n. acl )

e Queue ACL on page 185
(acl Subni t Apps and acl Adni ni st er Apps)

e Application ACL

(mapr educe. j ob. acl - vi ew j ob and mapr educe. j ob. acl - nodi f y-j ob)

YARN Admin ACL

Use the YARN Admin ACL to allow users to run YARN administrator sub-commands, which are executed via the yar n
rmadni n <conmmand>.


https://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-common/ServiceLevelAuth.html

Important: The YARN Admin ACL is triggered and applied only when you run YARN sub-commands

o viayarn rmadmi n <cnd>. If you run other YARN commands via the YARN command line (for example,
starting the Resource or Node Manager), it does not trigger the YARN Admin ACL check or provide
the same level of security.

The default YARN Admin ACL is set to the wildcard character (*), meaning all users and groups have YARN Administrator
access and privileges. So after YARN ACL enforcement is enabled, (via the yar n. acl . enabl e property) every user
has YARN ACL Administrator access. Unless you wish for all users to have YARN Admin ACL access, edit the

yarn. admi n. acl setting upon initial YARN configuration, and before enabling YARN ACLs.

A typical YARN Admin ACL looks like the following, where the system's Hadoop administrator and multiple groups are
granted access:

hadoopadmi n<space>yar nadngr oup, hadoopadngr oup

Queue ACL

Use Queue ACLs to identify and control which users and/or groups can take actions on particular queues. Configure
Queue ACLs using the aclSubmitApps and aclAdministerApps properties, which are set per queue. Queue ACLs are
scheduler dependent, and the implementation and enforcement differ per scheduler type.

E,i Note: Cloudera only supports the Fair Scheduler in CDH. Cloudera does not support Scheduler
Reservations (including acl Admi ni st er Reser vati ons, acl Li st Reservati ons, and
acl Subni t Reser vat i ons) and their related ACLs.

Unlike the YARN Admin ACL, Queue ACLs are not enabled and enforced by default. Instead, you must explicitly enable
Queue ACLs. Queue ACLs are defined, per queue, in the Fair Scheduler configuration. By default, neither of the Queue
ACL property types is set on any queue, and access is allowed or open to any user.

The users and groups defined in the yar n. admi n. acl are considered to be part of the Queue ACL,
acl Admi ni st er Apps. So any user or group that is defined in the yar n. admi n. acl can submit to any queue and kill
any running application in the system.

The aclSubmitApps Property

Use the Queue ACL acl Subni t Apps property type to enable users and groups to submit or add an application to the
gueue upon which the property is set. To move an application from one queue to another queue, you must have Submit
permissions for both the queue in which the application is running, and the queue into which you are moving the
application. You must be an administrator to set Admin ACLs; contact your system administrator to request Submit
permission on this queue.

The aclAdministerApps Property

Use the Queue ACL acl Admi ni st er Apps property type to enable all actions defined in the aclSubmitApps property,
plus any administrative actions that have been defined (the only administrative action currently defined and supported
in this context is killing an application).

Important: The users and groups defined in the yar n. adni n. acl are considered to be part of the
Queue ACL, acl Admi ni st er Apps. So any user or group that is defined in the yar n. admi n. acl can
submit to any queue and kill any running application in the system.

Following is an example of a Queue ACL with both types defined. Note that the single space in acl Admi ni st er Apps
indicates a group-only rule:

<queue nane="Mar ket i ng">
<acl Subm t Apps>j ohn, j ane</ acl Submi t Apps>



<acl Adm ni st er Apps><si ngl e space>ot her s</ acl Adni ni st er Apps>
</ queue>

Queue ACL Evaluation

The better you understand how Queue ACLs are evaluated, the more prepared you are to define and configure them.
First, you should have a basic understanding of how Fair Scheduler queues work.

CDH Fair Scheduler supports hierarchical queues, all of which descend from a root queue, which is automatically created
and defined within the system when the Scheduler starts.

Available resources are distributed among the children (“leaf” queues) of the root queue in a typical fair scheduling
fashion. Then, the children distribute their assigned resources to their children in the same fashion.

As mentioned earlier, applications are scheduled on leaf queues only. You specify queues as children of other queues
by placing them as sub-elements of their parents in the Fair Scheduler allocation file (f ai r - schedul er. xm ). The
default Queue ACL setting for all parent and leaf queues is “ “ (a single space), which means that by default, no one
can access any of these queues.

Queue ACL inheritance is enforced by assessing the ACLs defined in the queue hierarchy in a bottom-up order to the
root queue. So within this hierarchy, access evaluations start at the level of the bottom-most leaf queue. If the ACL
does not provide access, then the parent Queue ACL is checked. These evaluations continue upward until the root
queue is checked.

Queue ACLs do not interact directly with the placement policy rules (the rules that determine the pools to which
applications and queries are assigned) and are not part of the placement policy rules, which are executed before the
ACLs are checked. The policy rules return a final result in the form of a queue name. The queue is then evaluated for
access, as described earlier. The Queue ACL allows or denies access to this final queue, which means that an application
can be rejected even if the placement policy returns back a queue.

o Important:

In all YARN systems, the default setting for the root queue is reversed compared to all other queues—the
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root queue has a default setting of “*”, which means everyone has access:

Queue ACL Property Type Default Values

Root Queue |All Other Queues

acl Subni t Apps * ““(single space)

“wu

acl Adni ni st er Apps * (single space)

So even when the Queue ACLs are turned on by default, everyone has access because the root queue
ACL is inherited by all the leaf queues.

Best practice: A best practice for securing an environment is to set the root queue acl Subni t Apps ACL to <si ngl e
space>, and specify a limited set of users and groups in acl Admi ni st er Apps. Set the ACLs for all other queues to
provide submit or administrative access as appropriate.

The order in which the two types of Queue ACLs are evaluated is always:

1. acl Subni t Apps
2. acl Admi ni st er Apps

The following diagram shows the evaluation flow for Queue ACLs:
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Use Application ACLs to provide a user and/or group—neither of whom is the owner—access to an application. The most
common use case for Application ACLs occurs when you have a team of users collaborating on or managing a set of

applications, and you need to provide read access to logs and job statistics, or access to allow for the modification of
a job (killing the job) and/or application. Application ACLs are set per application and are managed by the application

owner.

Users who start an application (the owners) always have access to the application they start, which includes the
application logs, job statistics, and ACLs. No other user can remove or change owner access. By default, no other users
have access to the application data because the Application ACL defaults to “ “ (single space), which means no one has

access.

MapReduce

Create and use the following MapReduce Application ACLs to view YARN logs:

e mapr educe. j ob. acl -vi ewj ob

Provides read access to the MapReduce history and the YARN logs.

e mapr educe. j ob. acl -nodi fy-job
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Provides the same access as mapr educe. j ob. acl - vi ewj ob, and also allows the user to modify a running job.

E,i Note: Job modification is currently limited to killing the job. No other YARN system modifications
are supported.

During a search or other activities, you may come across the following two legacy settings from MapReduce; they are
not supported by YARN. Do not use them:

e mapreduce. cl uster. acl s. enabl ed
e mapreduce. cluster.adm nistrators

Spark

Spark ACLs follow a slightly different format, using a separate property for users and groups. Both user and group lists
use a comma-separated list of entries. The wildcard character allows access to anyone, and the single space “ “
allows access to no one. Enable Spark ACLs using the property spar k. acl s. enabl e, which is set to f al se by default
(not enabled) and must be changed to t r ue to enforce ACLs at the Spark level.

g

Create and use the following Application ACLs for the Spark application:

e Setspark. acls. enabl etotrue (defaultisf al se).
e Setspark. adm n. acl s and spar k. admi n. acl s. gr oups for administrative access to all Spark applications.
e Setspark. ui.view acl sandspark. ui.view. acl s. gr oups for view access to the specific Spark application.

e Setspark. nodi fy. acl s and spar k. nodi fy. acl s. gr oups for administrative access to the specific Spark
application.

Refer to Spark Security and Spark Configuration Security for additional details.

Viewing Application Logs

The MapReduce Application ACL mapr educe. j ob. acl - vi ew j ob determines whether or not you can view an
application log, and access is evaluated via the following ACLs:

¢ YARN Admin and Queue ACLs
e Application ACLs

After an application is in the “finished” state, logs are aggregated, depending on your cluster setup. You can access
the aggregated logs via the MapReduce History server web interface. Aggregated logs are stored on shared cluster
storage, which in most cases is HDFS. You can also share log aggregation via storage options like S3 or Azure by modifying
the yar n. nodenmanager . r enot e- app- | og- di r setting in Cloudera Manager to point to either S3 or Azure, which
should already be configured.

The shared storage on which the logs are aggregated helps to prevent access to the log files via file level permissions.
Permissions on the log files are also set at the file system level, and are enforced by the file system: the file system can
block any user from accessing the file, which means that the user cannot open/read the file to check the ACLs that are
contained within.

In the cluster storage use case of HDFS, you can only access logs that are aggregated via the:

e Application owner
¢ Group defined for the MapReduce History server

When an application runs, generates logs, and then places the logs into HDFS, a path/structure is generated (for
example: /t np/ | ogs/j ohn/ | ogs/ appl i cati on_1536220066338_0001). So access for the application owner
"john" might be set to 700, which meansr ead, wri t e, execut e; no one else can view files underneath this directory.
If you don’t have HDFS access, you will be denied access. Command line users identified in

mapr educe. j ob. acl - vi ew j ob are also denied access at the file level. In such a use case, the Application ACLs
stored inside the aggregated logs will never be evaluated because the Application ACLs do not have file access.


https://spark.apache.org/docs/latest/security.html
https://spark.apache.org/docs/latest/configuration.html#security

For clusters that do not have log aggregation, logs for running applications are kept on the node where the container
runs. You can access these logs via the Resource Manager and Node Manager web interface, which performs the ACL
checks.

Killing an Application

The Application ACL mapr educe. j ob. acl - nodi f y- j ob determines whether or not a user can modify a job, but in
the context of YARN, this only allows the user to kill an application. The kill action is application agnostic and part of
the YARN framework. Other application types, like MapReduce or Spark, implement their own kill action independent
of the YARN framework. MapReduce provides the kill actions via the mapr ed command.

For YARN, the following three groups of users are allowed to kill a running application:

* The application owner
e A cluster administrator defined in yar n. adni n. acl
e A queue administrator defined in acl Admi ni st er Apps for the queue in which the application is running

Note that for the queue administrators, ACL inheritance applies, as described earlier.

Application ACL Evaluation

The better you understand how YARN ACLs are evaluated, the more prepared you will be to define and configure the
various YARN ACLs available to you. For example, if you enable user access in Administrator ACLs, then you must be
aware that user may have access to/see sensitive data, and should plan accordingly. So if you are the administrator
for an entire cluster, you also have access to the logs for running applications, which means you can view sensitive
information in those logs associated with running the application.

Best Practice: A best practice for securing an environment is to set the YARN Admin ACL to include a limited set of
users and or groups.

The following diagram shows the evaluation flow for Application ACLs:
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Figure 2: Application ACL Evaluation Flow

The following diagram shows a sample queue structure, starting with leaf queues on the bottom, up to root queue at
the top; use it to follow the examples of killing an application and viewing a log:

190 | Cloudera Administration



Root

Parent
queue

Marketing

Leaf
Production Test Dev queue
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Example: Killing an Application in the Queue "Production"

For this Application ACL evaluation flow example, assume the following for appl i cati on_1536220066338_0001
running in the queue "Production":

e Application owner: John
e '"Datascience" queue administrator: Jane
¢ YARN cluster administrator: Bob

In this use case, John attempts to kill the application (see Killing an Application on page 189 ), which is allowed because
he is the application owner.

Working as the queue administrator, Jane attempts to kill a job in the queue "Production", which she can do as the
gueue administrator of the parent queue.

Bob is the YARN cluster administrator and he is also listed as a user in the Admin ACL. He attempts to kill the job for
which he is not the owner, but because he is the YARN cluster administrator, he can kill the job.

Example: Moving the Application and Viewing the Log in the Queue "Test"

For this Application ACL evaluation flow example, assume the following for appl i cati on_1536220066338_0002
running in the queue "Test":

e Application owner: John

e "Marketing" and "Dev" queue administrator: Jane

¢ Jane has log view rights via the mapr educe. j ob. acl - vi ew j ob ACL
¢ YARN cluster administrator: Bob

In this use case, John attempts to view the logs for his job, which is allowed because he is the application owner.

Jane attempts to access appl i cat i on_1536220066338_0002 in the queue "Test" to move the application to the
"Marketing" queue. She is denied access to the "Test" queue via the queue ACLs—so she cannot submit to or administer
the queue "Test". She is also unable to kill a job running in queue "Test". She then attempts to access the logs for
appl ication_1536220066338_0002 and is allowed access via the mapr educe. j ob. acl - vi ewj ob ACL.

Bob attempts to access appl i cati on_1536220066338_0002 in the queue "Test" to move the application to the
"Marketing" queue. As the YARN cluster administrator, he has access to all queues and can move the application.



E,i Note: Permissions on the log files are also set at the filesystem level and are enforced by the filesystem:
the filesystem can block you from accessing the file, which means that you can not open/read the file
to check the ACLs that are contained in the file.

Configuring and Enabling YARN ACLs

To configure YARN ACLs, refer to Configuring ACLs on page 238.
To enable YARN ACLs, refer to Enabling ACLs on page 238.

Managing MapReduce

For an overview of computation frameworks, insight into their usage and restrictions, and examples of common tasks
they perform, see Managing YARN (MRv2) and MapReduce (MRv1) on page 176.

Configuring the MapReduce Scheduler
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

The MapReduce service is configured by default to use the FairScheduler. You can change the scheduler type to FIFO
or Capacity Scheduler. You can also modify the Fair Scheduler and Capacity Scheduler configuration. For further
information on schedulers, see YARN (MRv2) and MapReduce (MRv1) Schedulers on page 244.

Configuring the Task Scheduler Type

1. Go to the MapReduce service.

. Click the Configuration tab.

. Select Scope > JobTracker.

. Select Category > Classes .

. In the Task Scheduler property, select a scheduler.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.
7. Restart the JobTracker to apply the new configuration:

a. Click the Instances tab.
b. Click the JobTracker role.
c. Select Actions for Selected > Restart.

Modifying the Scheduler Configuration

1. Go to the MapReduce service.

. Click the Configuration tab.

. Select Scope > JobTracker.

. Select Category > Jobs.

. Modify the configuration properties.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

6. Click Save Changes to commit the changes.
7. Restart the JobTracker to apply the new configuration:

a. Click the Instances tab.
b. Click the JobTracker role.
c. Select Actions for Selected > Restart.



Configuring the MapReduce Service to Save Job History
Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Normally job history is saved on the host on which the JobTracker is running. You can configure JobTracker to write
information about every job that completes to a specified HDFS location. By default, the information is retained for 7
days.

Enabling Map Reduce Job History To Be Saved to HDFS

1. Create a folder in HDFS to contain the history information. When creating the folder, set the owner and group to
mapr ed: hadoop with permission setting 775.

. Go to the MapReduce service.

. Click the Configuration tab.

. Select Scope > JobTracker.

. Select Category > Paths.

. Set the Completed Job History Location property to the location that you created in step 1.
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To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See Modifying Configuration Properties Using Cloudera Manager on page 13.

7. Click Save Changes.
8. Restart the MapReduce service.

Setting the Job History Retention Duration

1. Select the JobTracker Default Group category.

2. Set the Job History Files Maximum Age property (mapr educe. j obhi st ory. max- age- ns) to the length of time
(in milliseconds, seconds, minutes, or hours) that you want job history files to be kept.

3. Restart the MapReduce service.

The Job History Files Cleaner runs at regular intervals to check for job history files that are ready to be deleted. By
default, the interval is 24 hours. To change the frequency with which the Job History Files Cleaner runs:

1. Select the JobTracker Default Group category.

2. Set the Job History Files Cleaner Interval property (mapr educe. j obhi st ory. cl eaner. i nterval ) to the
desired frequency (in milliseconds, seconds, minutes, or hours).

3. Restart the MapReduce service.

Configuring Client Overrides

A configuration property qualified with (Client Override) is a server-side setting that ignores any value a client tries to
set for that property. It performs the same role as its unqualified counterpart, and applies the configuration to the
service with the setting <f i nal >t rue</fi nal >.

For example, if you set the Map task heap property to 1 GB in the job configuration code, but the service's heap property
qualified with (Client Override) is set to 500 MB, then 500 MB is applied.
Managing ZooKeeper

This topic describes how to add, remove, and replace ZooKeeper roles.

Using Multiple ZooKeeper Services

Cloudera Manager requires dependent services within CDH to use the same ZooKeeper service. If you configure
dependent CDH services to use different ZooKeeper services, Cloudera Manager reports the following error:

com cl ouder a. cnf . command. CndExecExcepti on:j ava. | ang. Runti meExcepti on:
java.lang. |11 egal Stat eException: Assunption viol ated:
get Al | Dependenci es returned nultiple distinct services of the sane type



at SeqFl owCnd. java |ine 120
in comcl oudera. cnf.comand. fl ow. SeqFl owCnd run()

CDH services that are not dependent can use different ZooKeeper services. For example, Kafka does not depend on
any services other than ZooKeeper. You might have one ZooKeeper service for Kafka, and one ZooKeeper service for
the rest of your CDH services.

Adding a ZooKeeper Service Using Cloudera Manager
Minimum Required Role: Full Administrator
When adding the ZooKeeper service, the Add Service wizard automatically initializes the data directories.

When you add Zookeeper servers to an existing ensemble, a rolling restart of all zookeeper is required in order to allow
all zookeeper servers to have the same configurations

If you quit the Add Service wizard or it does not finish successfully, you can initialize the directories outside the wizard
by following these steps:

1. Go to the ZooKeeper service.
2. Select Actions > Initialize.
3. Click Initialize again to confirm.

E,’ Note: If the data directories are not initialized, the ZooKeeper servers cannot be started.

In a production environment, you should deploy ZooKeeper as an ensemble with an odd number of servers. As long
as a majority of the servers in the ensemble are available, the ZooKeeper service will be available. The minimum
recommended ensemble size is three ZooKeeper servers, and Cloudera recommends that each server run on a separate
machine. In addition, the ZooKeeper server process should have its own dedicated disk storage if possible.

Replacing a Zookeeper Disk Using Cloudera Manager
Minimum Required Role: Full Administrator

1. In Cloudera Manager, update the Data Directory and Transaction Log Directory settings.
2. Stop a single ZooKeeper role.

3. Move the contents to the new disk location (modify mounts as needed). Make sure the permissions and ownership
are correct.

4. Start the ZooKeeper role.
5. Repeat steps 2-4 for any remaining ZooKeeper roles.

Replacing a ZooKeeper Role Using Cloudera Manager with Zookeeper Service Downtime
Minimum Required Role: Full Administrator

1. Go to ZooKeeper Instances.

. Stop the ZooKeeper role on the old host.

. Remove the ZooKeeper role from old host on the ZooKeeper Instances page.
. Add a new ZooKeeper role on the new host.

. Restart the old ZooKeeper servers that have outdated configuration.

. Confirm the ZooKeeper service has elected one of the restarted hosts as a leader on the ZooKeeper Status page.
See Confirming the Election Status of a ZooKeeper Service.

7. Restart the newly added Zookeeper server.

8. Restart/rolling restart any dependent services such as HBase, HDFS, YARN, Hive, or other services that are marked
to have stale configuration.
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http://docs.aem.cloudera.com/builds/docs-cloudera-master-d4p/latest/topics/cm_mc_zookeeper_service.html#concept_u5n_fgs_dw

Replacing a ZooKeeper Role Using Cloudera Manager without Zookeeper Service Downtime

Minimum Required Role: Full Administrator

E,i Note: This process is valid only if the SASL authentication is not turned on between the Zookeeper
servers. You can check this in Cloudera Manager > Zookeeper > Configuration > Enable Server to
Server SASL Authentication.

1. Go to ZooKeeper Instances.
2. Stop the ZooKeeper role on the old host.

3. Confirm the ZooKeeper service has elected one of the remaining hosts as a leader on the ZooKeeper Status page.
See Confirming the Election Status of a ZooKeeper Service.

4. On the ZooKeeper Instances page, remove the ZooKeeper role from the old host.
5. Add a new ZooKeeper role on the new host.

6. Change the individual configuration of the newly added Zookeeper role to have the highest ZooKeeper Server ID
set in the cluster.

7. Go to Zookeeper > Instances and click the newly added Server instance.

8. Intheindividual Server page, select Start this Server from the Actions dropdown menu to start the new ZooKeeper
role.

E,’ Note: If you try it from elsewhere, you may see an error message.

9. On the ZooKeeper Status page, confirm that there is a leader and all other hosts are followers.

10 Restart the ZooKeeper server that has an outdated configuration and is a follower.

11. Restart the leader Zookeeper server that has an outdated configuration.

12 Confirm that a leader has been elected after the restart, and the whole Zookeeper service is in green state.

R Restart/rolling restart any dependent services such as HBase, HDFS, YARN, Hive, or other services that are marked
to have stale configuration.

Adding or Deleting a ZooKeeper Role on an Unmanaged Cluster
Minimum Required Role: Full Administrator

For information on administering ZooKeeper from the command line, see the ZooKeeper Getting Started Guide.

Replacing a ZooKeeper Role on an Unmanaged Cluster
Minimum Required Role: Full Administrator

These instructions assume you are using ZooKeeper from the command line. For more information, see the ZooKeeper
Getting Started Guide.

1. Stop the ZooKeeper role on the old host.

2. Confirm the ZooKeeper Quorum has elected a leader. See Confirming the Election Status of a ZooKeeper Service
on page 196.

3. Add a new ZooKeeper role on the new server.
4. |dentify the dat aDi r location from the zoo. cf g file. This defaults to/ var /| i b/ zookeeper.

5. Identify the ID number for the ZooKeeper Server from the nyi d file in the configuration: cat
/var/libl/zookeeper/nyid

6. On all the ZooKeeper hosts, edit the zoo. cf g file so the server ID references the new server hostname. For
example:

server. 1=zkl. exanpl e. org: 3181: 4181
server. 2=zk2. exanpl e. org: 3181: 4181
server. 4=zk4. exanpl e. org: 3181: 4181

7. Restart the ZooKeeper hosts.


http://docs.aem.cloudera.com/builds/docs-cloudera-master-d4p/latest/topics/cm_mc_zookeeper_service.html#concept_u5n_fgs_dw
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8. Confirm the ZooKeeper Quorum has elected a leader and the other hosts are followers. See Confirming the Election
Status of a ZooKeeper Service on page 196.

9. Restart any dependent services such as HBase, HDFS Failover Controllers with HDFS High Availability, or YARN or
Mapreduce v1 with High Availability.

10 Perform a failover to make one HDFS NameNode active. See Manually Failing Over to the Standby NameNode
Using the Command Line on page 299.

Confirming the Election Status of a ZooKeeper Service

Determining the election status of a ZooKeeper host requires that you have installed telnet or nc (netcat), running
from a host with network access to the ZooKeeper host. The default ZooKeeper client port is 2181. Run the following
command against each ZooKeeper host:

echo "stat" | nc server.exanple.org 2181 | grep Mde

For example, a follower host would return the message:
Mbde: fol | ower

You can use telnet, if you prefer.

$ tel net server.exanple.org 2181

Sample output would be similar to the following.

Trying 10.1.2.154. ..

Connected to server. exanpl e. org.

Escape character is '""]'.

st at

Zookeeper version: 3.4.5-cdh5.4.4--1, built on 07/06/2015 23: 54 GMI

Latency m n/avg/ max: 0/1/40

Recei ved: 631

Sent: 677

Connections: 7

Qut standing: O

Zxi d: 0x30000011a

Mode: foll ower <-mm-
Node count: 40

Connection cl osed by foreign host.

Configuring Services to Use the GPL Extras Parcel

After you install the GPL Extras parcel, reconfigure and restart services that need to use LZO functionality. Any service
that does not require the use of LZO need not be configured.

HDFS

1. Go to the HDFS service.

. Click the Configuration tab.

. Search for the i 0. conpr essi on. codecs property.

. In the Compression Codecs property, click in the field, then click the + sign to open a new value field.
. Add the following two codecs:

vui A WN

e com hadoop. conpr essi on. | zo. LzoCodec
¢ com hadoop. conpressi on. | zo. LzopCodec

6. Save your configuration changes.
. Restart HDFS.
8. Redeploy the HDFS client configuration.

~



Oozie
1. Goto/var/li b/ oozi e on each Oozie server and even if the LZO JAR is present, symlink the Hadoop LZO JAR:

e CDH5-/opt/clouderal parcel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ hadoop-1| zo. j ar
e CDH4-/opt/clouderal parcel s/ HADOOP_LZQ | i b/ hadoop/ | i b/ hadoop- 1| zo. j ar

2. Restart Oozie.

HBase
Restart HBase.

Impala
Restart Impala.

Hive
Restart the Hive server.
Sqoop 1
1. Add the following entries to the Sqoop 1 Client Client Advanced Configuration Snippet (Safety Valve)

e HADOOP_CLASSPATH=$HADOOP_CLASSPATH: / opt / cl ouder a/ par cel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/
e JAVA LI BRARY PATH=$JAVA LI BRARY_PATH / opt/ cl ouder a/ par cel s/ GPLEXTRAY | i b/ hadoop/ | i b/ nati ve

2. Re-deploy the client configuration.

Sqoop 2
1. Add the following entries to the Sqoop 2 Service Environment Advanced Configuration Snippet:

e HADOOP_CLASSPATH=$HADOOP_CLASSPATH: / opt / cl ouder a/ par cel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ *
e JAVA LI BRARY PATH-$JAVA LI BRARY PATH / opt/ cl ouder a/ par cel s/ GPLEXTRAY | i b/ hadoop/ | i b/ nati ve

2. Restart the Sqoop service.



Performance Management

This section describes mechanisms and best practices for improving performance.

Related Information

¢ Tuning Impala for Performance

Optimizing Performance in CDH

This section provides solutions to some performance problems, and describes configuration best practices.

o Important: Work with your network administrators and hardware vendors to ensure that you have
the proper NIC firmware, drivers, and configurations in place and that your network performs properly.
Cloudera recognizes that network setup and upgrade are challenging problems, and will do its best

to share useful experiences.

Disable the tuned Service

If your cluster hosts are running RHEL/CentQS 7.x, disable the "tuned" service by running the following commands:

1. Ensure that the tuned service is started:
systenctl start tuned
2. Turn the tuned service off:
tuned- adm of f
3. Ensure that there are no active profiles:
tuned-adm | i st
The output should contain the following line:

No current active profile

4. Shutdown and disable the tuned service:

systentt!| stop tuned
systenct!| disable tuned

Disabling Transparent Hugepages (THP)

Most Linux platforms supported by CDH 5 include a feature called transparent hugepages, which interacts poorly with
Hadoop workloads and can seriously degrade performance.

Symptom: t op and other system monitoring tools show a large percentage of the CPU usage classified as "system
CPU". If system CPU usage is 30% or more of the total CPU usage, your system may be experiencing this issue.

To see whether transparent hugepages are enabled, run the following commands and check the output:

$ cat defrag_fil e_pathname
$ cat enabl ed_fil e_pat hnane



e [al ways] never means that transparent hugepages is enabled.
e always [ never] means that transparent hugepages is disabled.

To disable Transparent Hugepages, perform the following steps on all cluster hosts:

1. (Required for hosts running RHEL/CentOS 7.x.) To disable transparent hugepages on reboot, add the following
commands tothe/etc/rc.d/rc. 1 ocal file on all cluster hosts:

¢ RHEL/CentOS 7.x:

echo never > /sys/kernel/mmtransparent _hugepage/ enabl ed
echo never > /sys/kernel/mm transparent _hugepage/ defrag

¢ RHEL/CentOS 6.x

echo never > /sys/kernel/nmm redhat _transparent _hugepage/ defrag
echo never > /sys/kernel/mm redhat _transparent _hugepage/ enabl ed

¢ Ubuntu/Debian, OL, SLES:

echo never > /sys/kernel/mitransparent_hugepage/ defrag
echo never > /sys/kernel/nm transparent_hugepage/ enabl ed

Modify the permissions of therc. | ocal file:

chnod +x /etc/rc.d/rc. | ocal

2. If your cluster hosts are running RHEL/CentOS 7.x, modify the GRUB configuration to disable THP:
e Add the following line to the GRUB_CNMDLI NE_LI NUX options in the / et ¢/ def aul t/ gr ub file:

t ranspar ent _hugepage=never

¢ Run the following command:

grub2-nmkconfig -o /boot/grub2/grub.cfg

3. Disable the tuned service, as described above.

You can also disable transparent hugepages interactively (but remember this will not survive a reboot).

To disable transparent hugepages temporarily as root:

# echo 'never' > defrag_fil e_pathnane
# echo 'never' > enabl ed_fil e_pathnane

To disable transparent hugepages temporarily using sudo:

$ sudo sh -c "echo 'never' > defrag_fil e_pathnane"
$ sudo sh -c "echo 'never' > enabl ed_file_pathnane"

Setting the vm.swappiness Linux Kernel Parameter

The Linux kernel parameter, vm swappi ness, is a value from 0-100 that controls the swapping of application data
(as anonymous pages) from physical memory to virtual memory on disk. The higher the value, the more aggressively
inactive processes are swapped out from physical memory. The lower the value, the less they are swapped, forcing
filesystem buffers to be emptied.

On most systems, vm swappi ness is set to 60 by default. This is not suitable for Hadoop clusters because processes
are sometimes swapped even when enough memory is available. This can cause lengthy garbage collection pauses for
important system daemons, affecting stability and performance.



Cloudera recommends that you set vm swappi ness to a value between 1 and 10, preferably 1, for minimum swapping
on systems where the RHEL kernel is 2.6.32-642.el6 or higher.

To view your current setting for vm swappi ness, run:
cat /proc/sys/vm swappi ness
To set vm swappi ness to 1, run:

sudo sysctl -w vm swappi ness=1

Improving Performance in Shuffle Handler and IFile Reader

The MapReduce shuffle handler and IFile reader use native Linux calls, (posi x_f advi se(2) and sync_dat a_r ange),
on Linux systems with Hadoop native libraries installed.

Shuffle Handler

You can improve MapReduce shuffle handler performance by enabling shuffle readahead. This causes the TaskTracker
or Node Manager to pre-fetch map output before sending it over the socket to the reducer.

¢ To enable this feature for YARN, set napr educe. shuf f | e. manage. os. cache, tot r ue (default). To further
tune performance, adjust the value of mapr educe. shuf f | e. r eadahead. byt es. The default value is 4 MB.

¢ To enable this feature for MapReduce, set the mapr ed. t askt r acker. shuf f| e. f advi se tot r ue (default).
To further tune performance, adjust the value of mapr ed. t askt r acker. shuf f | e. r eadahead. byt es. The
default value is 4 MB.

IFile Reader

Enabling IFile readahead increases the performance of merge operations. To enable this feature for either MRv1 or
YARN, set mapr educe. i fil e. readahead tot r ue (default). To further tune the performance, adjust the value of
mapr educe. i fil e. readahead. byt es. The default value is 4MB.

Best Practices for MapReduce Configuration

The configuration settings described below can reduce inherent latencies in MapReduce execution. You set these
values in mapred-site. xm .

Send a heartbeat as soon as a task finishes

Set mapr educe. t askt racker. out of band. heart beat totrue for TaskTracker to send an out-of-band heartbeat
on task completion to reduce latency. The default value is f al se:

<property>
<nanme>nmapr educe. t askt r acker. out of band. heart beat </ name>
<val ue>t r ue</ val ue>

</ property>

Reduce the interval for JobClient status reports on single node systems

Thej obcl i ent. progress. nonitor. poll.interval property defines the interval (in milliseconds) at which
JobClient reports status to the console and checks for job completion. The default value is 1000 milliseconds; you may
want to set this to a lower value to make tests run faster on a single-node cluster. Adjusting this value on a large
production cluster may lead to unwanted client-server traffic.

<property>
<name>j obcl i ent. progress. monitor. poll.interval </ name>
<val ue>10</ val ue>

</ property>

Tune the JobTracker heartbeat interval



Tuning the minimum interval for the TaskTracker-to-JobTracker heartbeat to a smaller value may improve MapReduce
performance on small clusters.

<property>
<name>mapr educe. j obt racker. heartbeat . i nterval . mi n</ name>
<val ue>10</ val ue>

</ property>

Start MapReduce JVMs immediately

The mapr ed. reduce. sl owst art . conpl et ed. maps property specifies the proportion of Map tasks in a job that
must be completed before any Reduce tasks are scheduled. For small jobs that require fast turnaround, setting this
value to 0 can improve performance; larger values (as high as 50%) may be appropriate for larger jobs.

<property>
<nanme>napr ed. reduce. sl owst art. conpl et ed. maps</ nane>
<val ue>0</ val ue>

</ property>

Tips and Best Practices for Jobs
This section describes changes you can make at the job level.
Use the Distributed Cache to Transfer the Job JAR

Use the distributed cache to transfer the job JAR rather than using the JobConf (d ass) constructor and the
JobConf . set Jar () and JobConf . set Jar Byd ass() methods.

To add JARs to the classpath, use- i bj ars jar 1, j ar 2. This copies the local JAR files to HDFS and uses the distributed
cache mechanism to ensure they are available on the task nodes and added to the task classpath.

The advantage of this, over JobConf . set Jar, is that if the JAR is on a task node, it does not need to be copied again
if a second task from the same job runs on that node, though it will still need to be copied from the launch machine
to HDFS.

E,’ Note: - | i bj ar s works only if your MapReduce driver uses ToolRunner. If it does not, you would
need to use the DistributedCache APIs (Cloudera does not recommend this).

For more information, see item 1 in the blog post How to Include Third-Party Libraries in Your MapReduce Job.

Changing the Logging Level on a Job (MRv1)

You can change the logging level for an individual job. You do this by setting the following properties in the job
configuration (JobConf ):

e nmapreduce. map. | og. | evel
e mapreduce. reduce. | og. | evel

Valid values are NONE, | NFO, WARN, DEBUG, TRACE, and ALL.

Example:

JobConf conf = new JobConf ();

conf. set (" mapreduce. map. | og. | evel ", "DEBUG');
conf.set (" nmapreduce. reduce. |l og.level", "TRACE");

Choosing and Configuring Data Compression

For an overview of compression, see Data Compression.
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Guidelines for Choosing a Compression Type

e GZIP compression uses more CPU resources than Snappy or LZO, but provides a higher compression ratio. GZip
is often a good choice for cold data, which is accessed infrequently. Snappy or LZO are a better choice for hot
data, which is accessed frequently.

e BZip2 can also produce more compression than GZip for some types of files, at the cost of some speed when
compressing and decompressing. HBase does not support BZip2 compression.

¢ Snappy often performs better than LZO. It is worth running tests to see if you detect a significant difference.

e For MapReduce and Spark, if you need your compressed data to be splittable, BZip2 and LZO formats can be split.
Snappy and GZip blocks are not splittable, but files with Snappy blocks inside a container file format such as
SequenceFile or Avro can be split. Snappy is intended to be used with a container format, like SequenceFiles or
Avro data files, rather than being used directly on plain text, for example, since the latter is not splittable and
cannot be processed in parallel. Splittability is not relevant to HBase data.

e For MapReduce, you can compress either the intermediate data, the output, or both. Adjust the parameters you
provide for the MapReduce job accordingly. The following examples compress both the intermediate data and
the output. MR2 is shown first, followed by MR1.

- MRv2

hadoop jar hadoop-exanpl es-.jar sort "-Dmapreduce. conpress. nap. out put =true"

" - Dmapr educe. map. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. &i pCodec"

" - Dmapr educe. out put . conpr ess=t r ue"

" - Dmapr educe. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. &Gzi pCodec" - out Key
or g. apache. hadoop. i 0. Text -outVal ue org. apache. hadoop. 1 0. Text input output

- MRv1l

hadoop jar hadoop-exanpl es-.jar sort "-Dmapred. conpress. nap. out put =true"

" - Dmapr ed. map. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. &Gi pCodec"

" - Dmapr ed. out put . conpr ess=true"

" - Dmapr ed. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. &i pCodec"” - out Key
or g. apache. hadoop. i 0. Text -outVal ue org. apache. hadoop. i 0. Text input out put

Configuring Data Compression

Configuring Data Compression Using Cloudera Manager

To configure support for LZO using Cloudera Manager, you must install the GPL Extras parcel, then configure services
to use it. See Installing the GPL Extras Parcel and Configuring Services to Use the GPL Extras Parcel on page 196.

Configuring Data Compression Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

¢ This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

To configure support for LZO in CDH, see Step 5: (Optional) Install LZO and Configuring LZO. Snappy support is included
in CDH.

To use Snappy in a MapReduce job, see Using Snappy with MapReduce. Use the same method for LZO, with the codec
com hadoop. conpr essi on. | zo. LzopCodec instead.

Tuning the Solr Server

Solr performance tuning is a complex task. The following sections provide more details.


http://www.cloudera.com/content/support/en/documentation.html

Setting Java System Properties for Solr

Several of the following sections refer to Java system properties. These properties are set differently depending on
whether or not you are using Cloudera Manager.

To set Java system properties for Solr in Cloudera Manager:

1. Solr service > Configuration > Category > Advanced

2. Add the property to Java Configuration Options for Solr Server using the format - D<pr operty_nanme>=<val ue>.
For example, to set sol r. hdf s. bl ockcache. sl ab. count to 100, add the following:

-Dsol r. hdf s. bl ockcache. sl ab. count =100

Garbage collection options, such as - XX: +Pr i nt GCTi meSt anps, can also be set here. Use spaces to separate
multiple parameters.

To set Java system properties in unmanaged environments:

Add or modify the CATALI NA_OPTS environment variable in / et c/ def aul t/ sol r. For example:

CATALI NA_OPTS="- Xnx10g - XX: MaxDi r ect MenorySi ze=20g \
- XX: +UselLar gePages - Dsol r. hdfs. bl ockcache. sl ab. count =100" \
- XX: +Pri nt GCTi meSt anps - XX: +Pri nt GCDat eSt anps - XX: +Print GCCDet ai | s

Tuning to Complete During Setup

Some tuning is best completed during the setup of you system or may require some re-indexing.

Configuring Lucene Version Requirements

You can configure Solr to use a specific version of Lucene. This can help ensure that the Lucene version that Search
uses includes the latest features and bug fixes. At the time that a version of Solr ships, Solr is typically configured to
use the appropriate Lucene version, in which case there is no need to change this setting. If a subsequent Lucene
update occurs, you can configure the Lucene version requirements by directly editing the | uceneMat chVer si on
element in the sol rconfi g. xm file. Versions are typically of the form x. y, such as 4. 4. For example, to specify
version 4.4, you would ensure the following setting exists in sol r confi g. xnd :

<l uceneMat chVer si on>4. 4</ | uceneiMat chVer si on>

Designing the Schema

When constructing a schema, use data types that most accurately describe the data that the fields will contain. For
example:

e Use thet dat e type for dates. Do this instead of representing dates as strings.

e Consider using the t ext type that applies to your language, instead of using St ri ng. For example, you might use
t ext _en. Text types support returning results for subsets of an entry. For example, querying on "john" would
find "John Smith", whereas with the string type, only exact matches are returned.

e For IDs, use the string type.

Configuring the Heap Size

Set the Java heap size for the Solr Server to at least 16 GB for production environments. For more information on
memory requirements, see Guidelines for Deploying Cloudera Search.

General Tuning

The following tuning categories can be completed at any time. It is less important to implement these changes before
beginning to use your system.



General Tips

e Enabling multi-threaded faceting can provide better performance for field faceting. When multi-threaded faceting
is enabled, field faceting tasks are completed in a parallel with a thread working on every field faceting task
simultaneously. Performance improvements do not occur in all cases, but improvements are likely when all of the
following are true:

— The system uses highly concurrent hardware.

— Faceting operations apply to large data sets over multiple fields.

— There is not an unusually high number of queries occurring simultaneously on the system. Systems that are
lightly loaded or that are mainly engaged with ingestion and indexing may be helped by multi-threaded
faceting; for example, a system ingesting articles and being queried by a researcher. Systems heavily loaded
by user queries are less likely to be helped by multi-threaded faceting; for example, an e-commerce site with
heavy user-traffic.

E, Note: Multi-threaded faceting only applies to field faceting and not to query faceting.

¢ Field faceting identifies the number of unique entries for a field. For example, multi-threaded
faceting could be used to simultaneously facet for the number of unique entries for the
fields, "color" and "size". In such a case, there would be two threads, and each thread would
work on faceting one of the two fields.

e Query faceting identifies the number of unique entries that match a query for a field. For
example, query faceting could be used to find the number of unique entries in the "size"
field are between 1 and 5. Multi-threaded faceting does not apply to these operations.

To enable multi-threaded faceting, add f acet - t hr eads to queries. For example, to use up to 1000 threads, you
might use a query as follows:

http://1 ocal host: 8983/ sol r/ col | ecti onl/ sel ect ?g=*: *& acet =t r ue&f | =i d&f acet . fi el d=f 0_ws& acet . t hr eads=1000

Iff acet -t hr eads is omitted or set to 0, faceting is single-threaded. If f acet - t hr eads is set to a negative value,
such as -1, multi-threaded faceting will use as many threads as there are fields to facet up to the maximum number
of threads possible on the system.

¢ If your environment does not require Near Real Time (NRT), turn off soft auto-commit in sol rconfi g. xni .

¢ In most cases, do not change the default batchSize setting of 1000. If you are working with especially large
documents, you may consider decreasing the batch size.

¢ To help identify any garbage collector (GC) issues, enable GC logging in production. The overhead is low and the
JVM supports GC log rolling as of 1.6.0_34.

— The minimum recommended GC logging flags are: - XX: +Pr i nt GCTi neSt anps - XX: +Pr i nt GCDat eSt anps
- XX: +Print GCDet ai | s.

— To rotate the GC logs: - XI oggc: - XX: +UseGCLogFi | eRot ati on - XX: Nunber Of GCLogFi | es=
- XX: GCLogFi | eSi ze=.

For Cloudera Manager environments, you can set these flags at Solr service > Configuration > Category >
Java Configuration Options for Solr Server.

For unmanaged environments, you can configure Java options by adding or modifying the CATALI NA_OPTS
environment variable in/ et c/ def aul t/ sol r:

CATALI NA_OPTS="- Xnmx10g - XX: MaxDi r ect Menor ySi ze=20g \
- XX: +UselLar gePages - Dsol r. hdfs. bl ockcache. sl ab. count =100" \
- XX: +Pri nt GCTi neSt anps - XX: +Pri nt GCDat eSt anps - XX: +Pri nt GCCDet ai | s



Solr and HDFS - the Block Cache

n Warning: Do not enable the Solr HDFS write cache, because it can lead to index corruption.

Cloudera Search enables Solr to store indexes in an HDFS filesystem. To maintain performance, an HDFS block cache
has been implemented using Least Recently Used (LRU) semantics. This enables Solr to cache HDFS index files on read
and write, storing the portions of the file in JVM direct memory (off heap) by default, or optionally in the JVM heap.

Batch jobs typically do not use the cache, while Solr servers (when serving queries or indexing documents) should.
When running indexing using MapReduce, the MR jobs themselves do not use the block cache. Block write caching is
turned off by default and should be left disabled.

Tuning of this cache is complex and best practices are continually being refined. In general, allocate a cache that is
about 10-20% of the amount of memory available on the system. For example, when running HDFS and Solr on a host
with 96 GB of memory, allocate 10-20 GB of memory using sol r. hdf s. bl ockcache. sl ab. count . As index sizes
grow you may need to tune this parameter to maintain optimal performance.

E,i Note: Block cache metrics are currently unavailable.

Configuration

The following parameters control caching. They can be configured at the Solr process level by setting the respective
Java system property or by editing sol r conf i g. xnl directly. For more information on setting Java system properties,
see Setting Java System Properties for Solr on page 203.

If the parameters are set at the collection level (using sol r confi g. xm ), the first collection loaded by the Solr server
takes precedence, and block cache settings in all other collections are ignored. Because you cannot control the order
in which collections are loaded, you must make sure to set identical block cache settings in every collection

sol rconfi g. xm . Block cache parameters set at the collection level in sol r confi g. xm also take precedence over
parameters at the process level.

Parameter Cloudera Default | Description
Manager Setting

sol r. hdf s. bl ockcache. gl obal Not directly true If enabled, one HDFS block cache is
configurable. used for each collection on a host. If
Cloudera Manager bl ockcache. gl obal is disabled,
automatically each SolrCore on a host creates its
enables the global own private HDFS block cache.
block cache. To Enabling this parameter simplifies
override this managing HDFS block cache memory.
setting, you must
use the Solr
Service
Environment
Advanced

Configuration
Snippet (Safety

Valve).
sol r. hdf s. bl ockcache. enabl ed HDFS Block Cache | true Enable the block cache.
sol r. hdf s. bl ockcache. read. enabl ed Not directly true Enable the read cache.

configurable. If
the block cache is
enabled, Cloudera
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Manager
automatically
enables the read
cache. To override
this setting, you
must use the Solr
Service
Environment
Advanced
Configuration
Snippet (Safety
Valve).

sol r. hdf s. bl ockcache. wri te. enabl ed

Not directly
configurable. If
the block cache is
enabled, Cloudera
Manager
automatically
disables the write
cache.

false

Enable the write cache.

sol r. hdf s. bl ockcache. di rect . nenory. al | ocat i on

HDFS Block Cache
Off-Heap Memory

true

Enable direct memory allocation. If
this is false, heap is used.

sol r. hdf s. bl ockcache. bl ocksper bank

HDFS Block Cache
Blocks per Slab

16384

Number of blocks per cache slab. The
size of the cache is 8 KB (the block
size) times the number of blocks per
slab times the number of slabs.

sol r. hdf s. bl ockcache. sl ab. count

HDFS Block Cache
Number of Slabs

Number of slabs per block cache. The
size of the cache is 8 KB (the block
size) times the number of blocks per
slab times the number of slabs.
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E,i Note:

Increasing the direct memory cache size may make it necessary to increase the maximum direct
memory size allowed by the JVM. Each Solr slab allocates memory, which is 128 MB by default, as
well as allocating some additional direct memory overhead. Therefore, ensure that the

MaxDi r ect Menor ySi ze is set comfortably above the value expected for slabs alone. The amount of
additional memory required varies according to multiple factors, but for most cases, setting

MaxDi rect Menor ySi ze to at least 20-30% more than the total memory configured for slabs is
sufficient. Setting MaxDi r ect Menor ySi ze to the number of slabs multiplied by the slab size does
not provide enough memory.

To set MaxDi r ect Menor ySi ze using Cloudera Manager:

. Go to the Solr service.

. Click the Configuration tab.

. In the Search box, type Java Direct Memory Size of Solr Server in Bytes.
. Set the new direct memory value.

. Restart Solr servers after editing the parameter.

U b WN R

To set MaxDi r ect Menor ySi ze in unmanaged environments:

1. Add - XX: MaxDi r ect Menor ySi ze=20g to the CATALI NA_OPTS environment variable in
/etc/default/solr.

2. Restart Solr servers:

sudo service solr-server restart

Solr HDFS optimizes caching when performing NRT indexing using Lucene's NRTCachi ngDi rect ory.
Lucene caches a newly created segment if both of the following conditions are true:

e The segment is the result of a flush or a merge and the estimated size of the merged segment is <=
sol r. hdf s. nrt cachi ngdi rect ory. maxner gesi zenb.

e The total cached bytes is <=sol r. hdf s. nrt cachi ngdi r ect ory. maxcachednb.

The following parameters control NRT caching behavior:

Parameter Default Description

sol r. hdfs. nrtcachi ngdi rectory. enabl e true Whether to enable the
NRTCachingDirectory.

sol r. hdf s. nrt cachi ngdi rect ory. maxcachednb 192 Size of the cache in megabytes.

sol r. hdf s. nrt cachi ngdi rect ory. naxner gesi zenb | 16 Maximum segment size to cache.

Here is an example of sol r confi g. xm with defaults:

<di rectoryFactory nane="DirectoryFactory">
<bool name="sol r. hdf s. bl ockcache. enabl ed">${sol r. hdf s. bl ockcache. enabl ed: t r ue} </ bool >

<int nane="sol r. hdf s. bl ockcache. sl ab. count " >${sol r. hdf s. bl ockcache. sl ab. count: 1} </ i nt >

<bool
nane="sol r. hdf s. bl ockcache. di rect . nenory. al | ocat i on">${sol r. hdf s. bl ockcache. di rect . nenory. al | ocat i on: t rue} </ bool >

<int
name="sol r. hdf s. bl ockcache. bl ocksper bank" >${ sol r. hdf s. bl ockcache. bl ocksper bank: 16384} </ i nt >

<bool
nane="sol r. hdf s. bl ockcache. r ead. enabl ed" >${sol r. hdf s. bl ockcache. r ead. enabl ed: t r ue} </ bool >



<bool
nanme="sol r. hdf s. nrt cachi ngdi r ect ory. enabl e">${ sol r. hdf s. nrt cachi ngdi r ect ory. enabl e: t r ue} </ bool >

<i nt
nane="sol r. hdf s. nrt cachi ngdi r ect ory. naxner gesi zento" >${ sol r. hdf s. nrt cachi ngdi r ect ory. naxner gesi zen: 16} </ i nt >

<int
nane="sol r. hdf s. nrt cachi ngdi r ect ory. naxcachednb" >${ sol r. hdf s. nrt cachi ngdi r ect ory. naxcachedni: 192} </i nt >
</ directoryFactory>

The following example illustrates passing Java options by editing the / et ¢/ def aul t / sol r or
/ opt/ cl ouder a/ par cel s/ CDH */ et ¢/ def aul t / sol r configuration file:

CATALI NA_OPTS="- Xnx10g - XX: MaxDi r ect MenorySi ze=20g - XX: +UselLar gePages \
-Dsol r. hdf s. bl ockcache. sl ab. count =100"

For better performance, Cloudera recommends setting the Linux swap space on all Solr server hosts as shown below:

e Minimize swappiness:

sudo sysctl vm swappi ness=1

e Disable swap space until next reboot:

sudo swapoff -a

Garbage Collection

Choose different garbage collection options for best performance in different environments. Some garbage collection
options typically chosen include:

¢ Concurrent low pause collector: Use this collector in most cases. This collector attempts to minimize "Stop the
World" events. Avoiding these events can reduce connection timeouts, such as with ZooKeeper, and may improve
user experience. This collector is enabled using the Java system property - XX: +UseConcMar k SweepGC.

¢ Throughput collector: Consider this collector if raw throughput is more important than user experience. This
collector typically uses more "Stop the World" events so this may negatively affect user experience and connection
timeouts such as ZooKeeper heartbeats. This collector is enabled using the Java system property
- XX: +UsePar al | el GC.If UsePar al | el GC"Stop the World" events create problems, such as ZooKeeper timeouts,
consider using the UsePar NewGC collector as an alternative collector with similar throughput benefits.

For information on setting Java system properties, see Setting Java System Properties for Solr on page 203.

You can also affect garbage collection behavior by increasing the Eden space to accommodate new objects. With
additional Eden space, garbage collection does not need to run as frequently on new objects.

Replication
You can adjust the degree to which different data is replicated.

Replication Settings

E,’ Note: Do not adjust HDFS replication settings for Solr in most cases.

To adjust the Solr replication factor for index files stored in HDFS:
¢ Cloudera Manager:

1. Go to Solr service > Configuration > Category > Advanced.



2. Click the plus sign next to Solr Service Advanced Configuration Snippet (Safety Valve) for hdfs-site.xml to
add a new property with the following values:

Name: df s. replication

Value: 2

3. Click Save Changes.
4. Restart the Solr service (Solr service > Actions > Restart).

¢ Unmanaged:

1. Configure the sol r. hdf s. conf di r system property to refer to the Solr HDFS configuration files. Typically
the value is/ et ¢/ sol r hdf s/ . For information on setting Java system properties, see Setting Java System
Properties for Solr on page 203.

2. Set the DFS replication value in the HDFS configuration file at the location you specified in the previous step.
For example, to set the replication value to 2, you would change the df s. r epl i cat i on setting as follows:

<property>
<name>df s. repli cati on<nanme>
<val ue>2<val ue>

<property>

3. Restart the Solr service:

sudo service solr-server restart

Replicas

If you have sufficient additional hardware, add more replicas for a linear boost of query throughput. Note that adding
replicas may slow write performance on the first replica, but otherwise this should have minimal negative consequences.

Transaction Log Replication

Beginning with CDH 5.4.1, Search supports configurable transaction log replication levels for replication logs stored in
HDFS. Cloudera recommends leaving the value unchanged at 3 or, barring that, setting it to at least 2.

Configure the transaction log replication factor for a collection by modifying the t | ogDf sRepl i cat i on setting in
sol rconfig.xm .Thetl ogDf sRepl i cati onisa new setting in the updat eLog settings area. An excerpt of the
sol rconfi g. xm file where the transaction log replication factor is set is as follows:

<updat eHandl er cl ass="sol r. Di rect Updat eHand!| er 2" >

<!-- Enables a transaction |og, used for real-tine get, durability, and
and solr cloud replica recovery. The log can grow as big as
uncommitted changes to the index, so use of a hard aut oCommit
i s recommended (see bel ow).
"dir" - the target directory for transaction |ogs, defaults to the
solr data directory. -->
<updat eLog>
<str name="dir">${solr.ulog.dir:}</str>
<int nane="tl| ogDf sRepl i cation">${solr.ul og.tl ogDf sReplication:3}</int>
<i nt name="nunVer si onBucket s" >${sol r. ul og. nunVer si onBucket s: 65536} </ i nt >
</ updat eLog>

The default replication level is 3. For clusters with fewer than three DataNodes (such as proof-of-concept clusters),
reduce this number to the amount of DataNodes in the cluster. Changing the replication level only applies to new
transaction logs.

Initial testing shows no significant performance regression for common use cases.



Shards

In some cases, oversharding can help improve performance including intake speed. If your environment includes
massively parallel hardware and you want to use these available resources, consider oversharding. You might increase
the number of replicas per host from 1 to 2 or 3. Making such changes creates complex interactions, so you should
continue to monitor your system's performance to ensure that the benefits of oversharding do not outweigh the costs.

Commits

Changing commit values may improve performance in some situation. These changes result in tradeoffs and may not
be beneficial in all cases.

e For hard commit values, the default value of 60000 (60 seconds) is typically effective, though changing this value
to 120 seconds may improve performance in some cases. Note that setting this value to higher values, such as
600 seconds may result in undesirable performance tradeoffs.

e Consider increasing the auto-commit value from 15000 (15 seconds) to 120000 (120 seconds).

¢ Enable soft commits and set the value to the largest value that meets your requirements. The default value of
1000 (1 second) is too aggressive for some environments.

Other Resources

e General information on Solr caching is available under Query Settings in SolrConfig in the Apache Solr Reference
Guide.

¢ Information on issues that influence performance is available on the SolrPerformanceFactors page on the Solr
Wiki.

e Resource Management describes how to use Cloudera Manager to manage resources, for example with Linux
cgroups.

e For information on improving querying performance, see How to make searching faster.
e For information on improving indexing performance, see How to make indexing faster.

Tuning Spark Applications

This topic describes various aspects in tuning Spark applications. During tuning you should monitor application behavior
to determine the effect of tuning actions.

For information on monitoring Spark applications, see Monitoring Spark Applications .

Shuffle Overview

A Spark dataset comprises a fixed number of partitions, each of which comprises a number of records. For the datasets
returned by narrow transformations, such asmap andfi | t er, the records required to compute the records in a single
partition reside in a single partition in the parent dataset. Each object is only dependent on a single object in the parent.
Operations such as coal esce can result in a task processing multiple input partitions, but the transformation is still
considered narrow because the input records used to compute any single output record can still only reside in a limited
subset of the partitions.

Spark also supports transformations with wide dependencies, such as gr oupByKey and r educeByKey. In these
dependencies, the data required to compute the records in a single partition can reside in many partitions of the parent
dataset. To perform these transformations, all of the tuples with the same key must end up in the same partition,
processed by the same task. To satisfy this requirement, Spark performs a shuffle, which transfers data around the
cluster and results in a new stage with a new set of partitions.

For example, consider the following code:

sc.textFile("sonmeFile.txt"). map(mapFunc).fl at Map(fl at MapFunc).filter(filterFunc).count()


http://archive.apache.org/dist/lucene/solr/ref-guide/apache-solr-ref-guide-4.10.pdf
http://archive.apache.org/dist/lucene/solr/ref-guide/apache-solr-ref-guide-4.10.pdf
http://wiki.apache.org/solr/SolrPerformanceFactors
http://wiki.apache.org/lucene-java/ImproveSearchingSpeed
http://wiki.apache.org/lucene-java/ImproveIndexingSpeed

It runs a single action, count , which depends on a sequence of three transformations on a dataset derived from a text
file. This code runs in a single stage, because none of the outputs of these three transformations depend on data that
comes from different partitions than their inputs.

In contrast, this Scala code finds how many times each character appears in all the words that appear more than 1,000
times in a text file:

val tokenized = sc.textFile(args(0)).flatMap(_.split(' "))

val wordCounts = tokenized. map((_, 1)).reduceByKey(_ + )

val filtered = wordCounts.filter(_._2 >= 1000)

val charCounts = filtered.flatMap(_._1.toCharArray).map((_, 1)).reduceByKey(_ + )
char Count s. col |l ect ()

This example has three stages. The two r educeByKey transformations each trigger stage boundaries, because computing
their outputs requires repartitioning the data by keys.

A final example is this more complicated transformation graph, which includes a j oi n transformation with multiple
dependencies:

textFile ED map [:) filter

N

join E> map

hadoop ED group [> &]

File ByKey map

The pink boxes show the resulting stage graph used to run it:

N

textFile E:) map E> filter

D

~

join E:> map

N
N
hadoopF group &7
ile [> ByKey [> meg
N J

At each stage boundary, data is written to disk by tasks in the parent stages and then fetched over the network by
tasks in the child stage. Because they incur high disk and network 1/0, stage boundaries can be expensive and should
be avoided when possible. The number of data partitions in a parent stage may be different than the number of
partitions in a child stage. Transformations that can trigger a stage boundary typically accept a nunParti ti ons
argument, which specifies into how many partitions to split the data in the child stage. Just as the number of reducers
is an important parameter in MapReduce jobs, the number of partitions at stage boundaries can determine an
application's performance. Tuning the Number of Partitions on page 215 describes how to tune this number.

Choosing Transformations to Minimize Shuffles

You can usually choose from many arrangements of actions and transformations that produce the same results.
However, not all these arrangements result in the same performance. Avoiding common pitfalls and picking the right
arrangement can significantly improve an application's performance.

When choosing an arrangement of transformations, minimize the number of shuffles and the amount of data shuffled.
Shuffles are expensive operations; all shuffle data must be written to disk and then transferred over the network.



repartition,join,cogroup,andany of the * By or * ByKey transformations can result in shuffles. Not all these
transformations are equal, however, and you should avoid the following patterns:

e groupByKey when performing an associative reductive operation. For example,
rdd. gr oupByKey() . mapVal ues(_. sum produces the same resultasrdd. reduceByKey(_ + _).However,
the former transfers the entire dataset across the network, while the latter computes local sums for each key in
each partition and combines those local sums into larger sums after shuffling.

¢ reduceByKey when the input and output value types are different. For example, consider writing a transformation
that finds all the unique strings corresponding to each key. You could use map to transform each element into a
Set and then combine the Set s with r educeByKey:

rdd. map(kv => (kv._1, new Set[String]() + kv._2)).reduceByKey(_ ++ _)

This results in unnecessary object creation because a new set must be allocated for each record.

Instead, use aggr egat eByKey, which performs the map-side aggregation more efficiently:

val zero = new col |l ection. mutable.Set[String]()
rdd. aggr egat eByKey(zero) ((set, v) => set += v,(setl, set2) => setl ++= set2)

e fl at Map-j oi n- gr oupBy. When two datasets are already grouped by key and you want to join them and keep
them grouped, use cogr oup. This avoids the overhead associated with unpacking and repacking the groups.

When Shuffles Do Not Occur

In some circumstances, the transformations described previously do not result in shuffles. Spark does not shuffle when
a previous transformation has already partitioned the data according to the same partitioner. Consider the following
flow:

rddl = soneRdd. reduceByKey(...)
rdd2 = someQ her Rdd. reduceByKey(...)
rdd3 = rddl.joi n(rdd2)

Because no partitioner is passed to r educeByKey, the default partitioner is used, resulting in r dd1 and r dd2 both
being hash-partitioned. These two r educeByKey transformations result in two shuffles. If the datasets have the same
number of partitions, a join requires no additional shuffling. Because the datasets are partitioned identically, the set
of keys in any single partition of r dd1 can only occur in a single partition of r dd2. Therefore, the contents of any single
output partition of r dd3 depends only on the contents of a single partition in r dd1 and single partition in r dd2, and
a third shuffle is not required.

For example, if someRdd has four partitions, someQ her Rdd has two partitions, and both the r educeByKeys use
three partitions, the set of tasks that run would look like this:



reduceByKey
map task
reduceByKey
map task
educebyrey
reduceByKey reduce + join
map task .
ed BvK reducebyKey
:na:ﬁs: % reduce + join
reduceByKey
reduce + join
reduceByKey
map task
reduceByKey
map task
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If r dd1 and r dd2 use different partitioners or use the default (hash) partitioner with different numbers of partitions,
only one of the datasets (the one with the fewer number of partitions) needs to be reshuffled for the join:

reduceByKey
map task

reduceByKey
map lask

reduceByKey
map task

reduceByKey
map task

reduceByKey
map task

reduceByKey
map task

reduceByKey
reduce task +
join map task

To avoid shuffles when joining two datasets, you can use broadcast variables. When one of the datasets is small enough
to fit in memory in a single executor, it can be loaded into a hash table on the driver and then broadcast to every

executor. A map transformation can then reference the hash table to do lookups.

When to Add a Shuffle Transformation

The rule of minimizing the number of shuffles has some exceptions.

An extra shuffle can be advantageous when it increases parallelism. For example, if your data arrives in a few large
unsplittable files, the partitioning dictated by the | nput For mat might place large numbers of records in each partition,
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https://spark.apache.org/docs/1.6.0/programming-guide.html#broadcast-variables

while not generating enough partitions to use all available cores. In this case, invoking repartition with a high number
of partitions (which triggers a shuffle) after loading the data allows the transformations that follow to use more of the
cluster's CPU.

Another example arises when using the r educe or aggr egat e action to aggregate data into the driver. When
aggregating over a high number of partitions, the computation can quickly become bottlenecked on a single thread in
the driver merging all the results together. To lighten the load on the driver, first use r educeByKey or aggr egat eByKey
to perform a round of distributed aggregation that divides the dataset into a smaller number of partitions. The values
in each partition are merged with each other in parallel, before being sent to the driver for a final round of aggregation.
SeetreeReduce and t r eeAggr egat e for examples of how to do that.

This method is especially useful when the aggregation is already grouped by a key. For example, consider an application
that counts the occurrences of each word in a corpus and pulls the results into the driver as a map. One approach,
which can be accomplished with the aggr egat e action, is to compute a local map at each partition and then merge
the maps at the driver. The alternative approach, which can be accomplished with aggr egat eByKey, is to perform
the count in a fully distributed way, and then simply col | ect AsMap the results to the driver.

Secondary Sort

Therepartiti onAndSort Wt hi nPartitions transformation repartitions the dataset according to a partitioner
and, within each resulting partition, sorts records by their keys. This transformation pushes sorting down into the
shuffle machinery, where large amounts of data can be spilled efficiently and sorting can be combined with other
operations.

For example, Apache Hive on Spark uses this transformation inside its j oi n implementation. It also acts as a vital
building block in the secondary sort pattern, in which you group records by key and then, when iterating over the
values that correspond to a key, have them appear in a particular order. This scenario occurs in algorithms that need
to group events by user and then analyze the events for each user, based on the time they occurred.

Tuning Resource Allocation

For background information on how Spark applications use the YARN cluster manager, see Running Spark Applications
on YARN.

The two main resources that Spark and YARN manage are CPU and memory. Disk and network I/O affect Spark
performance as well, but neither Spark nor YARN actively manage them.

Every Spark executor in an application has the same fixed number of cores and same fixed heap size. Specify the number
of cores with the - - execut or - cor es command-line flag, or by setting the spar k. execut or. cor es property.
Similarly, control the heap size with the - - execut or - menor y flag or the spar k. execut or . menory property. The
cor es property controls the number of concurrent tasks an executor can run. For example, set - - execut or - cor es
5 for each executor to run a maximum of five tasks at the same time. The memory property controls the amount of
data Spark can cache, as well as the maximum sizes of the shuffle data structures used for grouping, aggregations, and
joins.

Starting with CDH 5.5 dynamic allocation, which adds and removes executors dynamically, is enabled. To explicitly
control the number of executors, you can override dynamic allocation by setting the - - num execut or s command-line
flag or spar k. execut or . i nst ances configuration property.

Consider also how the resources requested by Spark fit into resources YARN has available. The relevant YARN properties
are:

e yarn. nodenanager . resour ce. menor y- nb controls the maximum sum of memory used by the containers on
each host.

e yarn. nodenmnager . resour ce. cpu-vcor es controls the maximum sum of cores used by the containers on
each host.

Requesting five executor cores results in a request to YARN for five cores. The memory requested from YARN is more
complex for two reasons:


https://github.com/apache/spark/blob/master/core/src/main/scala/org/apache/spark/rdd/RDD.scala#L1030
https://github.com/apache/spark/blob/master/core/src/main/scala/org/apache/spark/rdd/RDD.scala#L1104
https://spark.apache.org/docs/1.6.0/api/scala/#org.apache.spark.rdd.OrderedRDDFunctions
http://www.quora.com/What-is-secondary-sort-in-Hadoop-and-how-does-it-work

e The--execut or- nenory/ spar k. execut or . nenory property controls the executor heap size, but executors
can also use some memory off heap, for example, Java NIO direct buffers. The value of the
spar k. yar n. execut or . nenor yOver head property is added to the executor memory to determine the full
memory request to YARN for each executor. It defaults to max(384, .1 * spar k. execut or . nenory).

¢ YARN may round the requested memory up slightly. The yar n. schedul er. mi ni num al | ocati on- nb and
yarn. schedul er. i ncrenent - al | ocati on- nb properties control the minimum and increment request values,
respectively.

The following diagram (not to scale with defaults) shows the hierarchy of memory properties in Spark and YARN:

yarn.nodemanager.resource.memory-mb

Executor Container

spark.yar. spark.executor.memory
executor.
memoryOverhead spark.shuffle. spark.storage.
memoryFraction memoryFraction

Keep the following in mind when sizing Spark executors:

¢ The ApplicationMaster, which is a non-executor container that can request containers from YARN, requires memory
and CPU that must be accounted for. In client deployment mode, they default to 1024 MB and one core. In cluster
deployment mode, the ApplicationMaster runs the driver, so consider bolstering its resources with the
--driver-nenory and--driver-cores flags.

¢ Running executors with too much memory often results in excessive garbage-collection delays. For a single
executor, use 64 GB as an upper limit.

e The HDFS client has difficulty processing many concurrent threads. At most, five tasks per executor can achieve
full write throughput, so keep the number of cores per executor below that number.

¢ Running tiny executors (with a single core and just enough memory needed to run a single task, for example)
offsets the benefits of running multiple tasks in a single JVM. For example, broadcast variables must be replicated
once on each executor, so many small executors results in many more copies of the data.

Resource Tuning Example
Consider a cluster with six hosts running NodeManagers, each equipped with 16 cores and 64 GB of memory.

The NodeManager capacities, yar n. nodenmanager . r esour ce. menor y- nb and

yar n. nodenanager . r esour ce. cpu- vcor es, should be set to 63 * 1024 = 64512 (megabytes) and 15, respectively.
Avoid allocating 100% of the resources to YARN containers because the host needs some resources to run the OS and
Hadoop daemons. In this case, leave one GB and one core for these system processes. Cloudera Manager accounts
for these and configures these YARN properties automatically.

You might consider using - - num executors 6 --executor-cores 15 --executor-nenory 63G However,
this approach does not work:

* 63 GB plus the executor memory overhead does not fit within the 63 GB capacity of the NodeManagers.
¢ The ApplicationMaster uses a core on one of the hosts, so there is no room for a 15-core executor on that host.
e 15 cores per executor can lead to bad HDFS I/O throughput.

Instead, use - - num executors 17 --executor-cores 5 --executor-nenory 19G

e Thisresults in three executors on all hosts except for the one with the ApplicationMaster, which has two executors.
e --executor-menory is computed as (63/3 executors per host) =21. 21 * 0.07 = 1.47.21-1.47 ~ 19.

Tuning the Number of Partitions

Spark has limited capacity to determine optimal parallelism. Every Spark stage has a number of tasks, each of which
processes data sequentially. The number of tasks per stage is the most important parameter in determining performance.



As described in Spark Execution Model, Spark groups datasets into stages. The number of tasks in a stage is the same
as the number of partitions in the last dataset in the stage. The number of partitions in a dataset is the same as the
number of partitions in the datasets on which it depends, with the following exceptions:

e The coal esce transformation creates a dataset with fewer partitions than its parent dataset.
e The uni on transformation creates a dataset with the sum of its parents' number of partitions.
e Thecart esi an transformation creates a dataset with the product of its parents' number of partitions.

Datasets with no parents, such as those produced by t ext Fi | e or hadoopFi | e, have their partitions determined by
the underlying MapReduce | nput For mat used. Typically, there is a partition for each HDFS block being read. The
number of partitions for datasets produced by par al | el i ze are specified in the method, or

spar k. def aul t . par al | el i smif not specified. To determine the number of partitions in an dataset, call

rdd. partitions().size().

If the number of tasks is smaller than number of slots available to run them, CPU usage is suboptimal. In addition, more
memory is used by any aggregation operations that occur in each task. Inj oi n, cogr oup, or * ByKey operations,
objects are held in hashmaps or in-memory buffers to group or sort. j oi n, cogr oup, and gr oupByKey use these data
structures in the tasks for the stages that are on the fetching side of the shuffles they trigger. r educeByKey and
aggr egat eByKey use data structures in the tasks for the stages on both sides of the shuffles they trigger. If the records
in these aggregation operations exceed memory, the following issues can occur:

¢ Increased garbage collection, which can lead to pauses in computation.
¢ Spilling data to disk, causing disk I/O and sorting, which leads to job stalls.

To increase the number of partitions if the stage is reading from Hadoop:

e Usetherepartition transformation, which triggers a shuffle.
e Configure your | nput For mat to create more splits.
e Write the input data to HDFS with a smaller block size.

If the stage is receiving input from another stage, the transformation that triggered the stage boundary accepts a
nunParti tions argument:

val rdd2 = rddl. reduceByKey(_ + _, nunPartitions = X)

Determining the optimal value for X requires experimentation. Find the number of partitions in the parent dataset,
and then multiply that by 1.5 until performance stops improving.

You can also calculate X using a formula, but some quantities in the formula are difficult to calculate. The main goal is
to run enough tasks so that the data destined for each task fits in the memory available to that task. The memory
available to each task is:

(spark. executor.nenmory * spark.shuffle. menoryFraction * spark. shuffle.safetyFraction)/
spar k. execut or. cores

menor yFract i on and saf et yFract i on default to 0.2 and 0.8 respectively.

The in-memory size of the total shuffle data is more difficult to determine. The closest heuristic is to find the ratio
between shuffle spill memory and the shuffle spill disk for a stage that ran. Then, multiply the total shuffle write by
this number. However, this can be compounded if the stage is performing a reduction:

(observed shuffle wite) * (observed shuffle spill nenory) * (spark.executor.cores)/
(observed shuffle spill disk) * (spark.executor.nenory) * (spark.shuffle.menoryFraction)
* (spark.shuffle.safetyFraction)

Then, round up slightly, because too many partitions is usually better than too few.

When in doubt, err on the side of a larger number of tasks (and thus partitions). This contrasts with recommendations
for MapReduce, which unlike Spark, has a high startup overhead for tasks.



Reducing the Size of Data Structures

Data flows through Spark in the form of records. A record has two representations: a deserialized Java object
representation and a serialized binary representation. In general, Spark uses the deserialized representation for records
in memory and the serialized representation for records stored on disk or transferred over the network. For sort-based
shuffles, in-memory shuffle data is stored in serialized form.

Thespark. seri al i zer property controls the serializer used to convert between these two representations. Cloudera
recommends using the Kryo serializer, or g. apache. spark. seri al i zer. KryoSeri al i zer.

The footprint of your records in these two representations has a significant impact on Spark performance. Review the
data types that are passed and look for places to reduce their size. Large deserialized objects result in Spark spilling
data to disk more often and reduces the number of deserialized records Spark can cache (for example, at the NEMORY
storage level). The Apache Spark tuning guide describes how to reduce the size of such objects. Large serialized objects
result in greater disk and network 1/0, as well as reduce the number of serialized records Spark can cache (for example,
at the MEMORY_SER storage level.) Make sure to register any custom classes you use with the

Spar kConf #r egi st er Kr yod asses API.

Choosing Data Formats

When storing data on disk, use an extensible binary format like Avro, Parquet, Thrift, or Protobuf and store in a sequence
file.

Tuning YARN

This topic applies to YARN clusters only, and describes how to tune and optimize YARN for your cluster.

E’; Note: Download the Cloudera YARN tuning spreadsheet to help calculate YARN configurations. For
a short video overview, see Tuning YARN Applications.

Overview

This overview provides an abstract description of a YARN cluster and the goals of YARN tuning.


https://spark.apache.org/docs/1.6.0/tuning.html#memory-tuning
https://spark.apache.org/docs/1.6.0/api/scala/index.html#org.apache.spark.SparkConf
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/io/SequenceFile.html
https://hadoop.apache.org/docs/current/api/org/apache/hadoop/io/SequenceFile.html
http://tiny.cloudera.com/yarn-tuning-guide
https://www.youtube.com/watch?v=lykWFhrGvJ4&feature=youtu.be&list=PLe-h9HrA9qfC-5K7aSxvnq9ODJFmD5RyD
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A YARN cluster is composed of host machines. Hosts
provide memory and CPU resources. A vcore, or virtual
core, is a usage share of a host CPU.

Host

memory
and
vcores

Tuning YARN consists primarily of optimally defining
containers on your worker hosts. You can think of a
container as a rectangular graph consisting of memory
and vcores. Containers perform tasks.

~<=03Mm3

Container

vcores

L 2
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Some tasks use a great deal of memory, with minimal
processing on a large volume of data.
Host
Container
Container
Other tasks require a great deal of processing power, but
use less memory. For example, a Monte Carlo Simulation
that evaluates many possible "what if?" scenarios uses a e
great deal of processing power on a relatively small Container
dataset.
Container
Container
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The YARN ResourceManager allocates memory and vcores
to use all available resources in the most efficient way
possible. Ideally, few or no resources are left idle.

Host
Container

Container

|
|
Container |
Container l

Container

Container

An application is a YARN client program consisting of one
or more tasks. Typically, a task uses all of the available
resources in the container. A task cannot consume more
than its designated allocation, ensuring that it cannot use
all of the host CPU cycles or exceed its memory allotment.

Container

Container
Container
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Tune your YARN hosts to optimize the use of vcores and
memory by configuring your containers to use all available
resources beyond those required for overhead and other
services.

YARN tuning has three phases. The phases correspond to the tabs in the YARN tuning spreadsheet.

1. Cluster configuration, where you configure your hosts.
2. YARN configuration, where you quantify memory and vcores.

3. MapReduce configuration, where you allocate minimum and maximum resources for specific map and reduce
tasks.

YARN and MapReduce have many configurable properties. For a complete list, see Cloudera Manager Configuration
Properties. The YARN tuning spreadsheet lists the essential subset of these properties that are most likely to improve
performance for common MapReduce applications.

Cluster Configuration

In the Cluster Configuration tab, you define the worker host configuration and cluster size for your YARN implementation.

Step 1: Worker Host Configuration

Step 1 is to define the configuration for a single worker host computer in your cluster.

STEP 1: Worker Host Configuration

Enter your likely machine configuration in the input boxes below. If you are
uncertain what machines you plan on buying, put in some minimum values that
will suit what you expect to buy.

Host Components
'RAM

CPU

HyperT! ing CPU
HDD (Hard Disk Drive)
Ethernet

Description / Notes

Node memory in Gigaby

Number of CPU's and the number of HW cores per CPU. The calculation of vcores below includes HyperThreading support.
Does the CPU support HyperThreading?

Number of Hard Drives and size per drive in JBOD Configuration

Number of Ethernet connections and the transfer speed

As with any system, the more memory and CPU resources available, the faster the cluster can process large amounts
of data. A machine with 4 CPUs with HyperThreading, each with 6 cores, provides 48 vcores per host.

3 TB hard drives in a 2-unit server installation with 12 available slots in JBOD (Just a Bunch Of Disks) configuration is a
reasonable balance of performance and pricing at the time the spreadsheet was created. The cost of storage decreases
over time, so you might consider 4 TB disks. Larger disks are expensive and not required for all use cases.
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Two 1-Gigabit Ethernet ports provide sufficient throughput at the time the spreadsheet was published, but 10-Gigabit
Ethernet ports are an option where price is of less concern than speed.

Step 2: Worker Host Planning
Step 2 is to allocate resources on each worker machine.

STEP 2: Worker Host Planning

Now that you have your base Host configuration from Step 1, use the table
below to allocate resources, mainly CPU and memory, to the various software
components that run on the host.

Memory
Service Category CPU (cores) (MB) Notes
Operating System Overhead 1 (-5 r Most operating systems use 4-8GB minimum.
Other services Overhead 0 U1 Enter the required cores or memory for non CDH services not part of the 0S.
Cloudera Manager agent Overhead 1 “Lir2 ] Allocate 1GB and 1 veore for Cloudera Manager agents, which track resource usage on a host.
HDFS DataNode CDH 1 «Li7L1 Allocation for the HDFS DataNode heap: default 1GB and 1 vcore.
YARN NodeManager CDH 1 «LirL ! Allocation for the YARN NodeManager heap: default 1GB and 1 vcore
Impala daemon CDH (1] |\ (Optional Service) Suggestion: Allocate at least 16GB memory when using Impala.
Hbase RegionServer CDH [1] '] (Optional Service) Suggesti locate no more than 12-16GB memory when using HBase Region Servers.
Solr Server CDH 0 inimum 1GB for Solr server. More might be necessary depending on index sizes.
Kudu Server CDH [1] (Optional Service) Suggestion: Minimum 1GB for Kudu Tablet server. More might be necessary depending on data sizes.

Available Container Resources

Container resources

Physical Cores to Vcores Multiplier | 1] Set this ratio based on the expected number of concurrent threads in a container per thread core. Default is 1.
YARN Available Vcores 44 This value will be used in STEP 4 for YARN Configuration
'YARN Available Memory 250880 This value will be used in STEP 4 for YARN Configuration

Start with at least 8 GB for your operating system, and 1 GB for Cloudera Manager. If services outside of CDH require
additional resources, add those numbers under Other Services.

The HDFS DataNode uses a minimum of 1 core and about 1 GB of memory. The same requirements apply to the YARN
NodeManager.

The spreadsheet lists several optional services:

¢ Impala daemon requires at least 16 GB for the daemon.

e HBase Region Servers requires 12-16 GB of memory.

e Solr server requires a minimum of 1 GB of memory.

e Kudu Tablet server requires a minimum of 1 GB of memory.

Any remaining resources are available for YARN applications (Spark and MapReduce). In this example, 44 CPU cores
are available. Set the multiplier for vcores you want on each physical core to calculate the total available vcores.

Step 3: Cluster Size

Having defined the specifications for each host in your cluster, enter the number of worker hosts needed to support
your business case. To see the benefits of parallel computing, set the number of hosts to a minimum of 10.

STEP 3: Cluster Size

Enter the number of nodes you have (or expect to have) in the cluster
Quantity

Number of Worker Hosts in the cluster

YARN Configuration

On the YARN Configuration tab, you verify your available resources and set minimum and maximum limits for each
container.

Steps 4 and 5: Verify Settings

Step 4 pulls forward the memory and vcore numbers from step 2. Step 5 shows the total memory and vcores for the
cluster.
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STEP 4: YARN Configuration on Cluster

These are the first set of configuration values for your cluster. You can set
these values in YARN->Configuration

YARN NodeManager Configuration Properties Value Note
yarn.nodemanager.resource.cpu-vcores 44 | Copied from STEP 2 "Available Resources"
yarn.nodernanager.resource.memory-mb 250880 | Copied from STEP 2 "Available Resources”

STEP 5: Verify YARN Settings on Cluster

Go to the Resource Manager Web Ul (usually
http://<ResourceManagerlP>:8088/ and verify the "Memory Total" and
"Vcores Total" matches the values above. If your machine has no bad nodes,
then the numbers should match exactly.

Resource Manager Property to Check Value Note
Expected Value for "Vcores Total" 440 | Calculated from STEP 2 "YARN Available Vcores" and STEP 3
Expected Value for "Memory Total" (in GB) 2450 | Calculated from STEP 2 "YARN Available Memory" and STEP 3

Step 6: Verify Container Settings on Cluster
In step 6, you can change the values that impact the size of your containers.

The minimum number of vcores should be 1. When additional vcores are required, adding 1 at a time should result in
the most effic