cloudera

Cloudera Security



Important Notice
© 2010-2020 Cloudera, Inc. All rights reserved.

Cloudera, the Cloudera logo, and any other product or

service names or slogans contained in this document are trademarks of Cloudera and
its suppliers or licensors, and may not be copied, imitated or used, in whole or in part,
without the prior written permission of Cloudera or the applicable trademark holder. If
this documentation includes code, including but not limited to, code examples, Cloudera
makes this available to you under the terms of the Apache License, Version 2.0, including
any required notices. A copy of the Apache License Version 2.0, including any notices,
is included herein. A copy of the Apache License Version 2.0 can also be found here:
https://opensource.org/licenses/Apache-2.0

Hadoop and the Hadoop elephant logo are trademarks of the Apache Software
Foundation. All other trademarks, registered trademarks, product names and company
names or logos mentioned in this document are the property of their respective owners.
Reference to any products, services, processes or other information, by trade name,
trademark, manufacturer, supplier or otherwise does not constitute or imply
endorsement, sponsorship or recommendation thereof by us.

Complying with all applicable copyright laws is the responsibility of the user. Without
limiting the rights under copyright, no part of this document may be reproduced, stored
in or introduced into a retrieval system, or transmitted in any form or by any means
(electronic, mechanical, photocopying, recording, or otherwise), or for any purpose,
without the express written permission of Cloudera.

Cloudera may have patents, patent applications, trademarks, copyrights, or other
intellectual property rights covering subject matter in this document. Except as expressly
provided in any written license agreement from Cloudera, the furnishing of this document
does not give you any license to these patents, trademarks copyrights, or other
intellectual property. For information about patents covering Cloudera products, see
http://tiny.cloudera.com/patents.

The information in this document is subject to change without notice. Cloudera shall
not be liable for any damages resulting from technical errors or omissions which may
be present in this document, or from use of this document.

Cloudera, Inc.

395 Page Mill Road
Palo Alto, CA 94306
info@cloudera.com
US: 1-888-789-1488
Intl: 1-650-362-0488
www.cloudera.com

Release Information

Version: Cloudera Enterprise 5.14.x
Date: December 18, 2020



Table of Contents

ADOUL this GUILE...cuieieieiiiiiritirieireeirteireseeresseressressssessssessssessssassssassssessssessssesassel 3

Cloudera Security OVErVIEW......c.cccceeeerenirenernnerencernncrencernncrensesnsessssssnsesssssnsessnsesnss 14

Y =Tol UV 20=To LU T =T 0 01T oL PP 14
Y TolU YA 1YY LSRR 14
(Yo [oToT o BY=Tol N g A VAN Yol o 11 =T {1 SRR 15
AULNENTICAtION OVEIVIEBW .. iiiiiiee ettt e e ettt e e et e e e s s bteeeessabeeeeesaabteeeesanstaeeesanssaneessanseneessnnses 16
KEIDEIOS OVEIVIBW........eeeivesiieesieeeee sttt ettt s e st e st s e e st e ettt e ste ettt e st e s et e s st e e s st e st s et eeste e staenateenaseenases 17
KErberos DEPIOYMENT IMOGEIS...........ccoeeueeeeeeeeeeeeeeeeeee ettt e e e ettt e e e e e e ettt a e e e e e e et s e e e e eeessstsasaaaaeeeeassssssasaaeeaaas 17
Using TLS/SSL for Secure Keytabh DiStIIDULION.............ccc.veeeeeeiiereeeeeeseeeeeesseeeteessteeetseeessaeeesaeesaseeesssesseesseseassesareseasseessses 23
Using the Wizard or Manual Process to Configure Kerberos AUtReNtiCAtioN.............cccueeeeecuvesesiuieeesiiieeeiieeesciieeesiieeenans 23
Authentication Mechanisms used by ClUStEr COMPONENTS...........cccuueeeecveeeeeiieeeeiiiseesiiaeeesiteeeessssaessisaaasesssseesssssaessseaaeas 23
ENCIYPTION OVEIVIEW...ciiiiiiiiiiiiiittite et et e ettt e e e e e e e e e st e e et e eeeeeessasaaa bt abeeeeeeeeesssaaaabbsbaeaeeeeesssnssnnssneaeaeeens 24
PrOtCEING DOtO AL-REST...coceeeeieiiiiiiieieeeeeeeeeteeeeeeetetettt ettt s s s s s s s s s aaaasssaaasasasasasans 24
ProteCting DAEA IN-TIANSIT............oveeeeeeeesiititee e e ettt e e e e ettt e e e e e s sttt e e e e e s se sttt et e e e e sssasstateaaasesssssstsaaaasssassasstnnesesssannan 26
Data Protection Within HAOOOP PrOJECES............cccueeeeeeeeee e eeetee e eeeee e et e ettt e e e et e e e et a e e st e e e e aasaaaeatsaaeeaassseeenassseeeasees 27
ENCryption MECAANISINS OVEIVIEW.........veeeeeeeeseeeiieeestiieeestttaestteeesuttaeasssttaesaastaesasstaaessssssasassaaesasssaaeassssaasassenssssseasssssnes 28
AULNOTIZAtION OVEIVIEW...eiiiiiiiiee ittt e e st e e e s et e e e e s ateeee s s sbeeeeesanbaaeeesastaeeessanseeeessanseneessannen 29
Authorization MeChANISMS iN HOAGOOP. ..........ceeecueeeeeeeee e e e et te et e e e et e e ettt e e ettt e e e atteaaeaassaaeasssaeeastssseeassasaensseens 29
Integration with Authentication Mechanisms for Identity MONAGEMENt.............ccccuveeercvieeesiiieeesiieeescieeeesiieeeesiieeesiieens 34
AUthOrization Within HAGAOOPD PrOJECLS. .........ueeeeeieee et e e e te e ettt e e ettt e e ettt e e e et a e ettt e e e aatsaaaeaassaeeasssaeeassssaaeassssaennsseens 35
Auditing and Data GOVEINANCE OVEIVIEW......ccuuiiiiiiiiiieeeeiieee e e eeiteee e estteeeesstteeeeessbaeeeesssbeeeeeessteeesassseeesessssens 35
Cloudera Navigator DAta MONAGEMENT............ccc.veeeeceeeeeeieeeeeeeeeeeeee e e et ttee e ettt e e eataeeesstsaeaessseeeessssesessssaeesasssssesssseseesees 36
INEEGIAtION WItRIN TN ENTEIDIISE. ... eeecvieeeeeeeeseeeeeeeete e et e et e e ettt e e ettt e e et aa s et e e saasttaeesseaasansseaeanssaassssaassnnsneaennnsneas 38
AUAIEING ANGA COMPONENTES........vveeieee ettt e ettt et e e e e ettt e e e e e ese ettt e e e e e saas i steseaaaeeassssssseaaaeesasssssaseaasenanias 38

JANU) o =T 21 Aot 1 o Lo ] PO Y. |

Kerberos SECUTity ArtifaCts OVEIVIEW........coiiiiiiiieieee e e e ettt e e e e e eeeeseetrrreeeeeeeeeeeeessaassbaeaeeeaeeeeesessassreneeees 40
K@IDEIOS PIINCIDQIS. ... veeeeeee ettt ettt e e e ettt e e e e e e et e e e e e e e ettt s e e e e e e e s stsssaaaaeeesaasssassaaaeeesssstssnenaeeeaiad 41
LG L= KR (=3 VA e < XTSRS 41
D@IEGATION TOKENS. ...t e ettt e e e e ettt e e e e e e e ettt eaaeeee ettt e st e e e e e e s atssseaaaeeesaasasasaaaaeeessstssnenaeeaanad 42
Configuring Authentication in CloUdEra IMAN@GEr.......cccccuieieeiiiiieeeeeite e e e et e e e e etee e e e e ae e e e e eaae e e e e s nsraeeeeenareeas 43
Cloudera MaNGAGEr USEI ACCOUNES..........cocueeeieeeeeeee ettt ettt ettt e ettt et e e et e et e et e sate e et e nneeeneas 44
Configuring External Authentication for ClOUAera MONGGET................ccecueeeeeeiiieeeeeieeeeee e ste e e e eta e eeaa e e staaaeesaeaaessseas 46
Enabling Kerberos Authentication USiNG the WIZAId.............cccuooiueirieiiiiieeeeeeeee ettt 51

Kerberos Authentication for Single User Mode and NON-Default USEIS..............cccccueeeeccrieeeeiiieeesiieaeeciiaaessieeeesiiasaeeiasnens 62



Managing Kerberos Credentials Using CIOUJEIa MONGGEN...........ccoecueeeeeiiieeeeiiieeeeitieeesttaeestae e ettt e esssaaeessaaeesssssaassassees 65
Using a Custom Kerberos Keytab REtri@VAI SCriT..........c..uuueeeeeieeeeeeeeee ettt e ettt e e e e e e sttt e e e e e e e s s sasssaaaaaseeassaees 67
AdAiNG TruSted REGIMS 10 thE CIUSTEN........c..veeeeeeeeeeeeee ettt e et e e et e e ettt e e et ea e e st e e e e sttt e e sssssaesastsaeesansnaaeanseens 68
Using Auth-to-Local RUIES tO ISOIQLE CIUSTEI USEIS............uuueeeeeeeeeieeeeeeee e eee sttt e e ettt a e e e e e ettt aaaeeesessasaseaaaaaeeesiaanes 69
Configuring Authentication for Cloudera NaVigator........ccuuiiiiiiiiiie et e e e arae e e e 70
Cloudera Navigator and EXternal AULRENTICATION. ...........cccuuieeeeeiieeeee ettt n 70
Configuring Groups for ClOUdEIA NQVIGQLOL.............cccuueeeeeeeeeeeeee e e etee e ettt e e e ttaa e e st e e e e sttt a e e e assaaeesssaaeasssaseeessseaeesasees 78
Configuring Authentication in CDH Using the Command LiNE........ccccuieiiiiiiiiieeciiiee et 78
Enabling Kerberos Authentication for Hadoop Using the COMMANG LiNE...............c.c.ooeeeceeeeeeiiieeesieeeeeiiieeeeieeeeeeceea e 79
FUSE Kerberos CONFIGUITTION. ..........cceecueeeeeeiiseeeiee e stteeeetea e et e e e ettt e e ettt e e st e e esassaaeasssaaeaasssasanssasaaansssaenanssaasanssenannnnes 101
Using kadmin to Create KerbBeros KEYLAD Files..............cc.uuuueeiieeeeeeieieiee ettt e e e e ettt e e e e e ettt eaaaeesesssssasaaaaeeesiases 101
Hadoop Users (user:group) and Kerberos PriNCIDAIS. .........c...ccveeceeeiieeeiseseieeecteesstteesteseeseeesttaesseessaaassaessaasassassssseasseenns 103
Mapping Kerberos PrinCipals t0 SROIt NGMES............ouuieeeeeeieeeeee ettt e e ettt e e e e ettt e e e e e e eesasaaaaaeeeessisssssaaaaaeaaas 108
Configuring Authentication for Other CoOmMPONENTS..........uiiii i 110
FIUME AULRENTICALION. ......coeesiiieeeeee ettt et e et e et e e et e e e ettt e e et e e e sttt e e e sste s e st e e e aatseasansssaasanssnasanssseasnses 110
HBOASE AULNENTLICATION. ...c.vveeeeeeieeeeesee ettt ettt ettt et e st e st e st e st e st e et e et e e aateenaseesaseesateasnsaenataasnsnenass 117
HCALAIOG AULRENTLICATION. .......eeeieeee ettt ettt et e et e et e et e et e e st e st e saseenateesnaee et 124
L Y [ =TT a Tole L [ SO SPPPUPIRIN 125
HEEPDFS AULR@NTEICOTION. ...ttt ettt ettt et e et et e et e at e ettt e st e st e st e nateaeaaeenans 133
V= Y 4 L= L (ol [ o ¢ PSSP PPPUPPRRN 135
IMPAIA AULRENTICALION. ... ettt ettt e et e ettt ettt ettt et e st e st e saseenateeeneenaes 140
LIGIMNG AULRENTLICATION. ...ttt ettt ettt ettt e st e st e et e st e et e st e et e e s st e e nateasaseenaseasnsaesateesnsnenans 148
(0 oY1= VL o T=T a1 1 Lol [ 4 Lo FO TR PER TSR 149
R VUL g T=T gL d ole L (o PO USRS 151
SPATK AULRGNTICATION. ...ttt ettt ettt ettt e it ettt et e et e et e et e st e enaneeans 158
RYo Lol o R0 VL o T=T gL a [ole 14 Lo OO USSP 159
SGO0P 1, Pig, QNG WHRIIT SECUITEY. ...ttt ettt e e ettt et ettt et e e st e eaneenneeeneas 160
Vo Yo ) (Tl L= NV [ 1= a L [ole L L) ¢ OSSP 160
Configuring a Dedicated MIT KDC for Cross-REaIM TrUSt......cccciuuiiieeiiiiiieeeciiieeeeeiteeeeeeivee e e e sraee e e e nneeeeeeennes 163
Local and Remote Kerberos AdMIN TOOIS...........c...eueeueeeeeiee ettt et e e ettt e e et e e s st e e st e e e siteaeesasees 164
Setting up a Cluster-Dedicated KDC and Default Realm for the HAdOOp CIUSTET...........cccccvveeeceiieeeeiieeeeiae e esiaeeans 164
Integrating MIT Kerberos and ACtIVE DIF€CLOINY......uiiiiciiiieiiiiieie e eiieee e esie e e e e e e st e e e s sbaeeessssaaeeeesansnaeeeean 168
Integrating MIT Kerberos and ACHIVE DIFECLOIY............ueeeeueeeeeeeeeeeeeeeeete e e ttee e e e tte e e ettt e e et e e e sttt e e e sssaaeesssaeaeasseaeesasees 169

JAXURd 3 Lo Y 221 { [ ] o PO I .

Cloudera Manager USEI ROIES........uuii ittt ettt ettt e e et e e e e st e e e e sabt e e e e ssabaeeeeesnsteeeeeenseeaeesnsees 172
Displaying Roles for Current USr ACCOUNT LOGIN............cccuueeeeieeeeeeieieeeeeee e etteeeeeetee e e et aeetsaa e e et s e eassaaeetsaaaeassssessasees 172
USI ROIS. ...ttt ettt ettt ettt ettt a ekt ettt at et e it e et e ettt ettt e tneenineea 173
Removing the FUull AAMiNiStrAtOr USEI ROIE...........cccccuveeeeeieeeeeeeeeeee et etee e ettt e e ettt e e e st e e e tttaeeessaaaesasaaaeesseaeeaanees 175
HDFS EXTENAEA ACLS.....eiiiiiiieeite ettt ettt et e st e b e sat e et esbe e et e e s bt e e bt e smte e beesmneeaneees 175
ENQDIING HDFS ACCESS CONTIOI LISES........neeeeeeeeeeeeeeeeeeee ettt e e ettt e e e e e e ettt a e e e e e e aaaaeeessstssaaaaaeeessssssssenasaaean 175

(00002122 Te T e KIS 176



HDFS EXtENAEA ACL EXQIMPIC........ooveeeeeeeeeeeee ettt e ettt e e e e ettt e e e e e et ettt e e e e e eeeats st e e aaeeesassassesaaeseeasassrsnaeaaens 177

Enabling Authorization fOr HDFS WED UlS.......cocuiiiiiieiiieiee sttt e et e e st e e e et e e e e aaae e e e e nnaeeaean 178
AdAItiONA] CONFIGUIALION. .......coieiiiieieeeee ettt et ettt et e s e ettt et e ettt et e et e nateesateeenee st 178
Configuring LDAP GroUP IMapingS. ..ccccuuiieeeiitieeeeeeitieeeeeeitteeeeeeitteeeeeetaeeeeeesseeeeessstasaeeaassaseaeaanseeeeeasnsseeseesssens 179
(WL Te [ o1V 1o [=T4o 1Y, o Lo T L= S 180
USING the COMMANG LIN@..........oooeeeeeeeeeeee ettt ettt e e ettt e e e e e ettt a e e e e e e e s e s eaaaeeassstsssaaaaeeesasssssanaaaseanaas 181
AUthorization With APAChE SENTIY.....cci it e et e e e e et e e e s ettaeeeeseabaeeeesansaaeeeeanes 182
ATCRIEECEUIE OVEIVIEW......eeeeeeieeee ettt ettt ettt ettt s it e et e st e ettt et e ettt e st e et e sateenateasneenans 182
Sentry Integration With the HAAOOP ECOSYSLOM...........cccueeeeeeiieeeeeieeeeeeeeeeette e ettt e e ettt e e e ettt e e e asaeaesssaaaesatssaeessssaesasseaaan 183
Configuring HBase AUNOIIZatioN........ccuiiii it e e e s e e e e ebae e e e e ssaeeeeeennsees 186
UNderstanding HBGSE ACCESS LEVEIS........uueueeeeeeeeees ettt e e ettt e e e e e ettt e e e e e e e st eaaaeeeesssassesaaaeseesssstasseaaeeeassses 187
ENable HBASE AULNOIIZATION. .......c..cooueeeieeiieiieeeeee ettt ettt ettt 189
Configure Access CONtrol LiStS fOr AULNOIIZATION. ............cccuueeeeeeeeeeeeeeeeeeeee et e et e ettt e e e eee e e et eeeetsaaeeeasaaaeetseaeesasns 189

Encrypting Data in Transit.....c.cccoieeiiiiiiiiiiiiiiiiiieiniiiecnieesrssssnseess 191

TLS/SSL aNd 115 USE OF CotifiCateS. cuuvrieiiiiriieeeiiittieeeeeete ittt e et eeeseeareeesssaseeesssaaseessaasseeesassaseesssssseessssssseeens 191
CertifICALES DVEIVIEW..ueiiiiiiiiiie ettt ettt e e e et e e e s ettt e e e e e abtaeeeeastaeeeesanbaeaessansteaeesanssaeaessnssseaessnnnes 191
Wildcard Domain Certificates and SAN CertifiCates SUPPOIT........ueeeeuueeeeeeeeeeeieeeetiee e et e e s ttteeeeaaeeestaaaesiaseaesrseaeeaans 192
Renew Certificates BEfore EXPirQtion DOLES............ccc.eeueuueeiueeesieeiie ettt ettt ettt s e st e st e st e esteenineenineenas 192
Understanding Keystores and TrUSESTOIES. ... .uuuuiiiiiiee ettt e e e e e e e e e e e e st r e e e e e e e e e e e e snnnssraeeeeeas 193
JAVQ KEYSTOIre QNG TIUSESTOIE. ... veeeeeeeeee e et e et e e et a e e e e ettt e e et a e et e e e e sst e e eaasseaessssaaeanstsaaensssaaesssssaasassananannes 193
CDH Services a5 TLS/SSL SEIVEIS QNA ClIENTS. .........cooeeeeieeeeeee ettt ettt e et e e et e e et e e e et a s et eeeaareasesaanes 194
Certificate Formats (JKS, PEM) and ClUSTEr COMPONENTS.........c..ueeeeeiiieeeeeieeesiieeeeteeeesitaaestaaaaasatsaaeassssaassasssasessssaessnsees 194
Recommended Keystore and TruStStore CONFIGUITLION............c...eeeeeueeeeeeeeeeeteeeeeetee et e e ttee e e et e e et e e e e tsaeeesareeeeasnas 195
Configuring TLS Encryption for CloUdera IMAnager........ccuuuieiieiuiieee ettt eetee e et e e e e ebae e e e e earee e e e eaaraeas 195
GNEIALE TLS COIEIfICOLES. ..ecuueeeniitee ettt ettt ettt e et s it e et e st e et e et e et e e e uteenaseesaseenateassee st 195
Configure TLS for the Cloudera Manager AAMin CONSOIE.............ccccuvueeeeieieeeiiieeeeeeee et e e s ee e e et e e ettt e e e sitaaeeessaaeeesseas 198
Configure TLS for Cloudera MANOGEI AGENLS.........coeueiiueeeiie ettt ettt ettt ettt e st sate e st e st e et e enineenaneenes 200
Enable Server Certificate Verification on Cloudera ManQGer AGENTS.............ccuueeeeeueeeeeiieeeesireeeeesireeeesieeeeseaeeaeessssaeesseens 201
Configure Agent Certificate AULNENTICALION. ...........ccueiviueeeiie ettt ettt s sttt et e ateesiteenine e e 201
Configuring TLS/SSL ENCryption fOr CDH SEIVICES.......ciiuieieieeectieeeeeee et e et et e e e eereeeetreeeeateeeeaeeeeeneeeeneas 204
T TT Y 1= TR 204
Configuring TLS/SSL for HDFS, YARN GNA MGODREUUCE. ...........ccveeeeeeeeeeeeeeeireeeieeeeieeeiteseeeeeseseasseesesesssesssesessseesssseassenns 204
CONFIGUIING TLS/SSL fOFr HBASE. ......ceveeveeeeeeeeeeete e seeettee et teettte ettt e ettt e e e e st e e e se e et aese e e taeess s e assaeassseassaeassaeasseanaseanassenass 207
Configuring TLS/SSL for FIume TAFIft SOUICE ANG SiNK.......c...ccceeeeeeeeieeeiieeieeeeieeeeeeeeteeeeeeeeteeesaeeeseeeeaeeeesesessseesseseeseens 209
Configuring Encrypted Communication Between HiveServer2 and Client DIVErS.............cceccuueeeecuvieesiieeeesiieeesiieaeesnnns 210
CONFIGUITNG TLS/SSL fOF HUE.......vveeeeeeeeeeeeeeeeeeee ettt ettt et e e et eeae e et e e ete e et e e st s e aasseaaseeaasseeasasessenasesessseeaes 213
CoONfiguIING TLS/SSL fOI IMPQIQ..........ccceveeeeesieeeeee e et et e ete et ettt e e e et eete e st e et e e teeesaeeasseeasssaassaeasssesassasasessaseenans 217
CONFIGUITNG TLS/SSL fOF DOZI@.....vveecueeeerieeeeeeiieeeeeeeeeeeeteeeeeteeeeeeeetteeetteeeaseese e ettt e ettt e eesesessseastseatsseessseasssenasssessseasesensseeaes 219
CONFIGUIING TLS/SSL fOF SOI...eonveieeeeeeeeee ettt et ettt ettt e e e et e et e et e et eeteaeaseseaasaeasssaasssesasassassasasesenssenass 221
SPAIK ENCIYPTION. ... eeeeieeeeeeeee ettt e ettt e e e e ettt e e e e e ettt st e e e e e e eestassesaaaeeeassssssaaaaaeaasaassssesasaaasassssssasaaasenasssren 224
CONFIGUIING TLS/SSL fOI HEEPFS. ..ottt et e ettt ettt e e e et a e e te e e te e e se e s taeesa e e aasaeassseasseeassaesassanaseanasaenaes 225

Encrypted ShUffle and ENCIYPLEA WED UIS.............eee oottt e et e e et e ettt e e e et a e e et a e e sataaeeesassaeeeannes 227



Configuring TLS/SSL for Navigator AUt SEIVET........cuviiiiiieeciie et estee et ceeste e rte e see e ste e sar e e sbe e s aaeebeesaaeeabeesaaeens 233

Configuring TLS/SSL for Navigator Metadata SEIVEN..........ccvieiciee et eete et e et eeaee e e eteeeeneas 234
Configuring TLS/SSL for Kafka (Navigator EVENT BroKEr).........cocueeeecuieeeiie ettt et e 235
Configuring Encrypted Transport fOr HDFS.......ooo ittt ettt e e e etree e e e s arae e e e easaeas 235
K 10 1o @ LoV Lo [T 4o 1Y o Ta Lo o T= SO OSSP 236
USING the COMMIGNG LiN@.......ooooeeeeeeeeeeeeeeee ettt e et e e et e e ettt e e et e e ettt e e s sssta e e ssaeasanstaaenaassaaeansstaaaanssesennssns 236
Configuring Encrypted Transport fOr HBaSE........iiicuiiiii et ertee ettt e e et e e s e sbta e e e e s nbaee e e enneeas 236
Configuring Encrypted HBase Data Transport Using Cloudera MONQGEr.............ccccuveeeceeeeeeciiieeeiiieeesiiieeesrieeeesivaeessns 236
Configuring Encrypted HBase Data Transport Using the COMmMaANG LiNe..............ccoocueivoueemieiinieiiiiesieeeieeeee s 237

Encrypting Data at Rest......ccciiiiiiiiiiiiiiiiiiiiiieiieirsiecneiesseseessessessessnssescsnss s 238

Data at Rest Encryption Reference Archit@CTUIE........cc.viiii i e eereee e 238
Data at Rest ENCryption REQUINEMENTS......ciiiiiiiiiiiiiiiiiii s e e e et e e et ee e et e et et e e e eab bbb ssseeeeeeeeeas 239
Resource Planning for Data at Rest ENCIYPLION......ciiiiiiiie et e e e s et e e e e saaaeeeeas 239
Key Trustee Server and Key Trustee KIMS HA PIONNING............ccc.ueeeeeieeeeeeeee e eseee et e et e e stte e e st e e e tasaaestsaeaesaseseeeaseas 239
Navigator HSIM KIMS HA PIGNNING...........coiieeiiieie ettt ettt et e e st s e st e et e st e e st e enateenaneenneenane 239
Virtual MAcChiNg CONSIAEIALIONS. ..........veecueiesiieesiisesieeeie st e et ettt e ettt e st e e st esate e st e s astesataesasaestassaseesataenaseesnssannseas 240

HDFS Transparent ENCryption......ccccccciieiieeiiieiieeiiieiieeninncnesinnnenessssssssssssssesnsenes 241

[V o] a[o1=T o) Yo Yo I gl o 11 =T o AU TR 241
Keystores and the Hadoop K€Y MANGGEMENT SEIVEN............ccecueeeeeeiieeeeciee e esieeeeeetee e ettt e e s tate e e e tsaeeesasaeesstsaeaessseeeeiaseas 241
KIVIS SOIUBIONS. ...ttt ettt et e et s ke et ettt et et e et e e s ate e st a st e sateeesteetneenaneenes 242
ENCrYPLION ZONES QN KEYS.........eeeeeeeeeeeeeeeteeee ettt e e e ettt e e e e ettt e e e e e e e ettt e e e e e ee e sttssaaaaeeesassaseesaseseesssstasesaaeas 242
Accessing Files Within QN ENCIYPLION ZONE...........cceecuueeeeiiieeesiieeeeeitteestteessttaesessttaesssteaeassstaasasstesessssaasasssesessssssaessnsnes 243
Optimizing Performance for HDFS Transparent ENCryptioN......c..ueeeiiiiieieiiiiiieeeesiieee et e s e e e e e 245
Enabling HDFS Encryption USiNg the Wizard..........ceei oottt e e e e e e e e s aneee e 246
Enabling HDFS Encryption Using NaVigator K€Y TrUSLEE SEIVEI..........ueeeeueeeesiieeeesiieeeeiieaeessiaeeasittaessissssessssesesssssesssssnes 247
Enabling HDFS Encryption Using Navigator HSM KMS Backed by Thales HSM............cccueeeecueeeeecieeeeiieeeeecvieeeecvea e 252
Enabling HDFS Encryption Using Navigator HSM KMS Backed by LUNG HSM..........ccccueviuveeceiinieeiiesieesieeseesee s 254
Enabling HDFS Encryption USING G JAVA KEYSTOIE..........ccccueeeeeeeeeeeeeeeeeee e eteeeeeetee e eett e e etate e e et s e eaasaaesasaeaeessaaensasns 255
LRI [ Lo B I USRS 256
Managing ENcryption KEYS @Nd ZONES.........cccuuuiiiiiieee e eee ettt e e e e e e e e escartaareeeeeaaeesssesastseseareaaaeeeeessnssnsaeseees 257
Vel le Lol gl W e le [oTe) o W 3 A O =T e L Lo KT SRR 257
CreQting ENCIYPTION ZONES...........ueeeeeeeeeeeeeee ettt e e e ettt e e e e sttt et e e e e e ettt e e e e e e sttt e e e e e eeaasstaneaeaens 257
Adding Files tO AN ENCIYPLION ZONE..........ccc.eeeeeeeeeeeeeeieseeeteaeesttaeeetttteeeetea e sttt e e e atseaeaassaasasssaaaasssaaessssaaeasssasanassssasesnnes 258
Deleting ENCIYPLION ZONES........ccccuueeeesiieeeeiieeeeiea sttt eeeitee e ettt e e ettt e e sttt e e st aaesatteasastsaessasstasenstsaesansseassaassaasansssassnnsen 259
BACKING U ENCIYPTION KEYS.....vveeeeieeeeeeeeette e eeea et e ettt e et e e e ettt e e ettt e e e st e e e aatstaaasssaaeaasssaaastssaaansssaeesasssasansssnanannes 259
ROIING ENCIYPEION KEYS....eeeeeieiieeeeee ettt ettt e ettt e et e e et e e ettt e e et e e e aatt e e e sste e e st e e anatseeaansssasssasssasensssaesnnnen 259
Re-encrypting Encrypted Data ENCryption KEYS (EDEKS).........ccueeeeeeeeeeeeeie e eeieeeetee e eetae e sae e ettt e e eaaaaesssaaaenssaaaensnes 261
Configuring the Key Management SErVEr (KIMS)........uicuee e eciee ettt eive e et s eaae e e abe e e eaneeenaeeennns 265
Configuring KIMS HiGR AVGIIQDIIILY..........ccoeeuveeeeeeee et e et et e e ettt e e e ettt e e ettt e e e asasaaeeaasaaeeeassaaeasseseeannes 266

Configuring the KMS USing ClOUAEIT MANGGEN............cceeecuieeeseieeeeeiiteeesite e esttee e ettt e essataassssstaeassstaessssassassseasessseasssnsees 266



Configuring the Java KeyStore KMS Using the COMMANG LiN@..............cccueieeiueeeeciiieeeeieeeeeieeeeetee et asieaeeeeraa e e 267

Securing the Key Management SErver (KIVIS).......ccuueie ettt ettt ettt e et e e e e ebae e e e e earae e e e eanaeas 270
Enabling Kerberos Authentication fOr tRE KIMIS.............ouee oo ittt ettt ettt e e 271
Configuring the Java KeyStore KMS Proxyuser Using the COMMQANG LiN.............ccccouveeecveeeeiiiieeeciieeesiieeeesiieeeeeivaaesnns 272
CONFIGUIING TLS/SSL OF TNE KIVIS......oneeeeeeeeeeeeeee ettt ettt ettt ettt et e se s st et et e s et ssseate e st e st ensenseaseaseeneenes 272
Configuring KIMS ACCESS CONTIOI LIStS (ACLS).......ueeeeeereeeeeeee et e e e e e ettt e e ettt e e ettt e e e ettt e e e assaaeeasaaaeasseaeesanees 274
Migrating from a Key Trustee KIMS t0 an HSIM KIMIS ......ooiiiiiiiie ettt ettt e e e e e e ea e 288
ReQUIreMENtS GNA LIMUEQATLIONS.........cccceeeeeeeeieeeeee ettt e e e e e ettt e e e e e et et eaeeeee e ts et eaaaeeesatstssseaaaeseessassrsnaaaaens 289
Migrating from G KT KIMS t0 QN HSIM KIVIS .....o..eeeeeeeeee ettt e et e ettt e e ettt a e et e e e astaaeasttaesnstaaeassanaaasseaensnnses 289
Migrating Keys from a Java KeyStore to Cloudera Navigator Key Trustee Server........cccovcveeeiieiiieeeincveeeeennns 291
Configuring CDH Services for HDFS ENCIYPTION........uiiii ittt e ettt eeettee e e e eettae e e e e eatae e e e e ennraeeeeennnaeas 293
HBOSE. ...ttt ettt ettt et e ettt e e e et et e e e ettt e e e e et e e e e e ea e eeeeeeaa 293
V... ettt ettt e oo ettt e e+ e ettt 44 e e e at ettt e e e e e ettt e et eeeeeaataaneeeeeeeaananttreeeeeeaaaates 293
HURB. ..ottt ettt e e ettt e e ettt e e e sttt e e e et e e e e e sttt e e e e e eeens 296
oo Lo U SPPP 296
1Y Lo oY 2=t [V lor=aie T To B 7Y PSSR 297
Y=o [0l FOU OO TSP PPURPUPPPRROY 298
Y S 298
Ko [oTo ] < OSSOSO TP SO PP PPUTPPPPP 298

Cloudera Navigator Key Trustee Server.......ccccieirreeiieeiirncieecnrnncrenceencressssnscrnneeesss 299

Backing Up and Restoring Key Trustee Server and ClIENTS........coicuiiiiiiiiiiiee ettt et e erae e e 299
Backing Up Key Trustee Server and Key Trustee KMS Using Cloudera MANGGEr................uueeeeeeeeeceiiureieieeeeeeiiiveraeeaeeeeiinns 299
Backing Up Key Trustee Server and Key Trustee KMS Using the ktbackup.Sh SCript...........ccccveeeeeciveieeciieeeeiiieeeecieaeenn 300
Backing Up Key Trustee SEIrVEr MANUGIY............c...ueeveeeeeeeeeeeeeeee ettt e ettt e e e et sttt a e e e e e ettt aaaaeeessasssaaaaaaaaas 303
BaCking UpP KEY TrUSTEE SEIVEI ClIENTS. .....ccuveveeeeieeeeeeeeeeee e eee e et e e e et e e et a e e ettt e e et e e e assseaeaassssaeanssaaeasssaaaenssseeesanses 304
X Ko g 1 Lo W VA LV C=T=IN Y =1 4 =] OO 304
Initializing StandalonNe KEY TrUSTEE SEIVEN.....ccocciiiii ettt e et e e et e e e et e e e e e treeeeeaaaaeeeesanaeeeean 309
Initializing Standalone Key Trustee Server Using CloUd@ra MONGQGEr.............cccuievueeeieisiieeieesieeeiee et 310
Initializing Standalone Key Trustee Server Using the COMMQANG LiNE...............c.cccccveeeeeieeeeeiiieeeecirieeeeiieeesiieeeeecieaa e e 310
Configuring a Mail Transfer Agent for Key TrUSEEE SEIVEN.....cciiuviii i ittt e e e e e e 312
Verifying Cloudera Navigator Key Trustee Server Operations.........ccccueieeeiiiieeeeeiiieeeeesiieee e esieee e e sveee e e e 312
Managing Key Trustee Server OrganizatioNs..........ueuiuieiuiuieiiiiiieieseesee e e e e e e e e e e ee e e e e e e ee e e e eeeere e aaeeeeeeas 312
Managing Key Trustee Server CertifiCates. ...ttt e st e e e et e e e e e aaaeeeeennaeeeean 315
GENEIALING O NEW COILIfICOLE. .....eeoeeeeiitee ettt ettt et e et e st e et e st e et e et e eas e e sateenateesseenane 315
Replacing Key TruStEe SEIVEI COITIfICOTES. ........cciuuiieiiieeeeeeeeeeeeeeeeee e ettt e e ettt e e e ettt e e et e e e easas e e e atttseeasssaeesasseaeensseaeeaannes 316

Cloudera Navigator Key HSIVL.........cciieiieniiieiieniiieiieeninecieenieeenesssssssnssssnsssnseneess 318

INitializing NaVIGator KEY HSIMi.....coi ittt ettt e e st e e e et e e e e saaa e e e e s aasaeeeeennssaeeeennseeeens 318
HSM-Specific Setup for Cloudera Navigator KeY HSIM.........uuuiiiiiiii ettt e e ae e e e 319
Validating KEY HSIM SEEHINGS. ...uvviiiieii ittt e e e e e e e e e s e e e e e e e e e e ss st et aeaeeeaeeeeeeasnnnsssrsreeeaaeaees 321

Verifying Key HSM CONNECLIVITY T0 HSIM......cc..eeeeeeeieeeeee ettt ettt e e et e e et a e et e e e s st e e aaastaasanssaaesanstesessssnaaesssenean 322



Managing the Navigator KEY HSIM SEIVICE. ....ciuiiiiii ittt ettt e e s st e e s st e e e s saaeeeessaaeeeean 322

Jo Yo Lo 12T B TaTe Y Y Lo L1 USRSt 322
KEY NGMING CONVENTION.....cceiiiiiiiiie ettt ettt ettt et e e et e s et e et e e et e s ettt e s aisneessasneeesannns 323
Integrating Key HSM With KeY TrUStEE SEIVE.....cuiii ittt e e e e e e e e e e e e e e e e e saanrananeeeeeas 323
CRECK EXIStING KEY INGIMIS. ... veeeeeeeesee ettt e e te e e et e e et e e e ettt e e ettt e e et e e e aatseaeassteaesasssaaaastssaaannssaananssaasanssenannnnen 323
Establish Trust from Key HSIM tO K@Y TIUSLEE SEIVEN ............uueeeeeeeeeereeeeeteeeeeteeeeeeteeeeettaaeettsaaaaeetsaaeesasaaessssaeeesssseeesaseas 324
Integrate Key HSM QNG KEY TIUSLEE SEIVEN ...........uueeeeeeeeeeeeeeeteeeetta e ettt e estaaeaastteaessttaaesastaasaastsaessssaaessssaaasnsseaessnnees 324

Cloudera Navigator ENCrypt.......ccccieiiiieeiiiieiiiieiiieniiiencinenienensssensssrsssssssnssssenses 326

Registering Cloudera Navigator Encrypt with Key TruStee SErver......ccouuiiiieiiiii i e e 326
T TT Y 1= TR PPUPPS 326
REGISLEIING WIth KEY TIUSTEE SEIVEI ...t e e ettt e e e e e e ettt e e e e e e et a e e e e e e eeasaatssseaaaeeeassssssesaaaanan 326
Preparing for Encryption Using Cloudera Navigator ENCIYPL.......ccuuiiiiiiiiiiee ettt e et evaeee e 330
NOVIGALOr ENCrypt COMMONGS..........ceeuiieiieeseeeee ettt ettt ettt e et e et e st e et e st e et eesteeateenaseenaseenneenane 330
Preparing fOr ENCIYPTION. ..........eeeeeeee e eeeee et e ettt e e ettt e e e et a e et e e e ettt e e e aass e e e ettt s aaaassaaeeasssaaaaassssaansssaaesasssaaeassseaeannes 330
Block-Level ENCryption With dM-CrYPL.........ooouee oottt ettt e e et e st steesneeeas 331
NaVigator ENCrypt QNG DEVICE UUIDS..............oeeeueeeeeeieeeeeeee et etee e ettt e e ettt e e e e sttt e e e aas e e e etsa e e e et e e esaassaaeaatssaeaanssseesnses 333
Filesystem-Level ENCrYPtion WIth @CIYPLIS........cou ettt ettt s ettt st e sateeniteenine e 334
(8T (o0 o Y=d g [ 1 o (OSSR 335
Pass-through Mount Options for NAVENCT Y Pt = P EPAT ©...eeuiiiiiiiiiieeiie ettt ettt 335
Encrypting and Decrypting Data Using Cloudera Navigator ENCrypl..........ccoiciiiieiiiiieie e 336
BEFOIE YOU BOGIN.......vveeseiieeeeiis ettt ettt e ettt e et e e ettt e e et e s ettt e e ettt e e e e aste e e st e e e antte e e s aasteaeatstaeenntreaeeae 336
L e Lol g o1 a1 o I D o | (o PSRRI 337
DECIYPEING DOTQ. ...ttt e e e ettt e e+ e e ettt e e e e 2 e ettt e e e e e e ettt e e e e e e e ettt e e e e e e e e ntntneeee s 338
Migrating eCryptfs-Encrypted Data t0 dmM-CryPt... ..o cieeie et e e e e e e e e e e eaaae e e e e anaeaeean 338
Navigator ENcrypt AcCeSS CONTIOl LiST....ccicuuiiieiiiiiiie e et eee ettt e ettt e e e e et e e e e saaae e e e e areeeeeeanaeeeeenanaeeeean 340
MANAGING thE ACCESS CONEIOI LiSt.....cccueeeeeiiieeeieee ettt e ettt e et e e ettt e e e sttt e e s asteasantteaesnsssaasasstaesnnssesesnnses 340
ACL PrOSilE RUIS.......eeeeeeeeeeeee ettt ettt e ettt e ettt e e ettt e e e ettt e e et e e e eaase e e e ansseaeaasseaeaasssaaaanssaaannnssaaeasssaasasssanennnes 343
Maintaining Cloudera Navigator ENCIYPL. ... i it e e st e e e et e e e e s aaaeeeeesnaeeeean 345
Manually Backing Up NGVIGQLOE ENCIYPL........occcueeeeeeeeeeeeeee e eeeeeeette e ettt eeeaae e e ettt e e et e e e saasseaeastsaeessssaaeaasssaeessseseeeasnes 345
Validating Navigator ENCrypt CONFIGUIGLION. ...........ccccueiiiueeeiie ettt ettt st ste e s e e nieeeaee s 345
Restoring Mount Encryption Keys (MEKS) QNd CONTIOI FilE............cc..veeeeeueeeeeiieeeeeiee et ettea e et e et aeesrea e e 346
AACCESS IMIOTES.......coeeeeeeee ettt ettt ettt e a et e s ot e et e st e ettt e e ettt e e it e a bt e et e et e e ne e e tneennte e 346
Changing and Verifying the MOSTEE KEY............ceuueeeeeieeeeeeeee e eeeeee e e eee e ettt e ettt e e e ettt e e et e e e eatas e e e astsasesassaaeaasseaeaasseeeesannes 346
[ o Lo [ 00 [ = o 4 (=X TP PP PEPPRR I 347
UPAAEING ACL FINGEIDIINTS. .....occeeeeeeeeeeeeeee et e et ee e ettt e ettt e e e ettt e e et e e e et s e e e aats e e e easaaeeassaaeanstaaeeaassaaeeasssaaanssesenassneas 347
MANAGING MOUNT POINTS.....cceeeiiiieeeeeeeeeteet ettt e e e e sttt e e e e s sttt e e e e e s sa sttt aeeesssssststeaaasssssanssssesaaessssnnssnseeeeens 348
Navigator ENCrypt KErnel MOGUIE SETUPD.............c...eeeeeeeeeeeeee et ee e ettt e e ettt e e et e e e sttt e e e st e e e eassaeesasssaeenaseseeeannes 349
Navigator Encrypt Configuration Dir€CtOry STIUCTUIE. ..........veecueeeeeeiieeeeeeie e eseeeesetee e eeta e e stateeesttaaesssstaesasseasasssssesssssees 349
Collecting Navigator Encrypt EnVironment INfOrMQLION. ..............ccccuveeeeeeueeeeeiiieeeeeiee e e e e etee e e st e e ettt e e e eisaeeessaaeeeaneas 350

Upgrading NOVIGATOr ENCIYPE HOSES.......ceccuueeeeeiieeeeiee e seeeeesteeeta e e st te e e sttt e e st e e asseaaaassaaaessstaesassaasassssaassnnssaensnsses 350



Configuring Encryption for Data Spills.....c.cccceveeiiiieniiiiiiiiiiciiiicicrecicreecceneeeeenene. 351

MaPREAUCE V2 (YARN) ... cuitiiieiiiiiie ettt ee ettt e e e ettt e e e ettt e e e e e ataeeeeeeabaeeaeeaassaeeeaansbaseeeassseeeeaanssasaeaanssaneesaansrneas 351
o 1T ] TP PP UOPPPPPPPPPPPPPPN 352
LYo T 1 - PP 352
[ FAV 2= T T O PP EPPPPTPPPPPPPPPRP 352
o 1T o TP PRSPPI 352
Configuring Encrypted On-disk File Channels for FIUME........coocuiiiiiiiiie e 352
GENEIALING ENCIYPLION KEYS.....ccooeieiieiiieeeeee ettt ettt et e et e et e sttt e e ettt e et e e s asneesstneeennnne 353
(0000} e TV 1o 1 [ s USSP 353
Changing ENCryption KEYS OVEI TIME..........cocueeeeueeeieiesiieeie ettt ettt et ettt et e s e st e st e e ateeiteenateenineenaneenas 354
TEOUDBIESNOOTING. .....ccceeeeeeeeeeeeeee ettt et e ettt e e ettt e e et e e et e a2 et e e e et e e e ettt e e e ettt s e eaatseaeeassaeeanssaaaeansseaeesnees 354

IMPala Security OVErVIEW......cccciiveiiieniieniiieiiieniiieiieeiireciessssascrsssssnssrssssssssssssssssess 300

Security GUIAElNES fOr IMPala.......uiii i e e e et e e e et e e e e e srbeeeeesnaaeaeennsees 356
Securing IMpPala Data @nd LOZ FilES......uuuiiiiiiiiee ettt e e e e e e e e e e sttt a e e e e e e e e e e esesnnsasaeeaeeaaaeaaaan 357
Installation Considerations for IMPala SECUILY.......coccuiiiiiiiiieee e e e e e e et e e e e aaaeee e 358
Securing the Hive Metastore Databhase.......cccuuiiiiiiiiie ettt e e et e e e e arae e e e e eabae e e e eeanees 358
Securing the IMpala Web User INterface......ccuiiii ittt et e e e e e e e ree e e e e anaes 358

Kudu Security OVErVIEW......cccciieeiiieeiiieniiiieniiiieeiiiiniineesieienssssssssssssssssssssssnsssssss 300

Kudu Authentication With KerbEros. ... i e e s e e s s abeeee s 360
Internal Private Key INFrASTIUCTUIE (PKI)........ccuveecueeeeeeeeeeeeee e e et eee et eeteeettta e eate e sttt eesaestaassaessaaeassaesssaaassaessssenneeans 360
AULNENTICALION TOKENS. ....cceeueieeeeeeeeeee ettt ettt ettt et e e ettt e e et e e e e att e e e sttt e e et e e et eeeaaatteaesastsaesaasneaeestaaeennsen 360
Client Authentication t0 SECUIE KUGU CIUSTEIS. .......cc.ueivuueeiee ettt st s e st e st e e ste e ineenineeas 361
Y= 1 - 1 o 11 11 42 PRSP 361
= g Yol Vo 1 T ] o P 361
Coarse-grained AULNOIIZAtION........uiii i e e e e et e e e e et e e e e e eabteeeeeennteeeeesnsaeeeeenrees 361
LT ] o B WL = o Yol V7 o o PP PPUPPPPPRN 362
LT ] o U I T=To I Yot o PO PPOPPPPPRN 362
[0 =3 2 =T F= o1 f oY o F U PEPRPRE 362
Configuring a Secure Kudu Cluster using Cloudera Manager..........ccccuveeeeieiuieeeeeciieeeeeeciree e e esitee e e e eaeee e e eeanes 362
Configuring a Secure Kudu Cluster using the Command LiNe........ccceoiiiiiiieiiiiieiiee et 364

Security HOW-TO GUIES.......ccieeuiiiiniiiiniiieniiieeiirreecneneierensesensssrensssssnsssssnssssnnsess 30D

A MINISTIATIVE BaSICS.uuviiieiiiiiiiee ettt e ettt e e ettt e e sttt ee e s st bt eeessataeeeeaassseeeesaassaeeesansbaeeessansseeeesansbaeeesannsseeesnnn 365
F AN UL V=Y oL dToF: 4 To o PRSP 365
(0o 10 Lo BT =Tl o 4V PSPPSR 365
Amazon Web Services (AWS) QN AMGZON S3 ......oooeeeeeeeeeeeeeeee ettt e ettt e e et a e ettt e e e et e e et e e e et aeeeasaaeenasns 365

Y [T o o) 0 V.4V | =PRSS 365



(O 11=] 0 A Yol ol =1 TR 365

D L= o Y- x2S P UPUPPRPUP: 365
Data in Transit (TLS/SSL) ENCIYPEION. ......iiiiiie et eceee ettt eete e et e et e et e e et eeeabeeeebeeesareeesabeeesaseeesareeesnreeas 365
How to Add Root and Intermediate CAS to TruStStOre fOr TLS/SSLu.uuuiiuuiiiiiiriieeeieerieeeeeerieeeesereeessseaareeesens 366
EXPIICTE TEUST fOF COIEIfICATES. ...voeceeeeeeeeeeeeeee et e ettt e e e e e et e e e et e e ettt e e e et e e e e aass s e e et s e e asatsseeaassaeeeasssaeasssssaeannes 366
AMazon Web Services (AWS) SECUIITY.....uuiiii e iccieee et e ettt e e e et e e e e eette e e e e eetbbeeeeeebaaeeesesssaseeesnssaneeenanes 367
Getting Started With AMQZON WED SEIVICES...........cccueieiieeiiieeeee ettt s sttt ateenineenine e 367
CoONfigUIation PrOPEItIES REFEIEICE. ........ccccueeeeeeeeeeeee ettt e et e ettt e e et e e e ettt e e e ettt e e ettt e e s e tseseaasssaaeaatseaeeantseeeesses 367
Connecting t0 AMQAZON S3 USING TLS.......coooumiiiieeeeeeee ettt ettt et et e ettt e st e e sttt e s et e e s aannes 368
How to Authenticate Kerberos Principals USING JAVA......ccuuiiiiiiiiiii it e e e nne e e e 369
How to Check Security SETHNGS 0N @ CIUSTEI.....c..viiiiieiiiie et e e e e e e e eaae e e e e e anaeeaean 369
Check Security for Cloudera MANOGEr CIUSEEIS............cccueeeueieiieeee ettt s ettt et e e enane e 369
CRECK SECUITEY FOI CDH CIUSTEIS......vveeeeeeeeeeee e e e et ee e ettt e e ettt e e e ettt e e e et e e e e aats s e e aasssaeasssssasansssaaassssaasasseaaeasnes 371
How to Use Antivirus SOftware 0N CDH HOSES....couuiiiiiiiiiiieiiiee ettt sttt are e s s 371
How to Configure Browser-based Interfaces to Require Kerberos Authentication..........cccceeevvciiieiiiiciiieeennns 372
How to Configure Browsers for Kerberos AUthentication............ccuiiiiiiiiiiicicciiiee e 372
How to Configure Clusters to Use Kerberos for AUthentication............cccuviiiiiiiiii i e 376
Step 1: Verify Requirements GNd ASSUMPLIONS. .........cccueeeiueeeie ettt ettt ettt ettt e et e ste et e st eeaee s 376
Step 2. Create Principal for Cloudera Manager Server in the Kerberos KDC ............cccueeeeeueeeeieieeesiiieeesieeesiivieeasirinaeens 378
Step 3: Add the Credentials for the PrinCipal t0 tRe CIUSEEr ............c.ccooueieueiiiiieieeeeeete et 379
Step 4: Identify Default Kerberos REAIM fOr tRE CIUSTEN .............ccccueeeeeieeeeeeeeeeeee e et e et eetaaa e ettt e e e sttaaeeasaaeesiseeaaas 379
SEOD 5: SEOP QI SEIVICES. ..ottt ettt ettt et ettt e st e et e et e et e e eenes 380
Step 6. SPECIfY KEIDEIOS fOI SECUIILY....occcuveeeeeiieeeeeee et e ettt e ettt e e e ettt e e ettt e e e st e e e e s ast e e e eass e e e sssaaeassssasaasssasessenann 380
SEED 7: RESEAIT All SEIVICES. ...ttt ettt ettt ettt et ettt et et e et e st e st e e eenes 382
Step 8: DepPloy Client CONFIGUITLIONS. ...........ceeeeueeeeeeeeeeeeeeeeete e et e e et e e e st e e ettt e e e et s e e eaasteeeesssaesassssaeasssssesasssasessssnann 382
Step 9: Create the HDFS SUPEIUSEI PIINCIPAL. ..........ccccueiiiiiieiieeeeet ettt ettt ettt eaee s 382
Step 11: Prepare the CIUSLEr fOr EACH USEI..........ccuuueeeeeeeeeeeee ettt eetta ettt a e ettt e e e ettt e e e e saa e e e saaaesssaaeesassaaeeasseaaan 384
Step 12: Verify SUCCESSFUl KEIrDEIroS INtE@GIALION. ...........cceuvieieieiieeet ettt ettt et en 384
How to Convert File Encodings (DER, JKS, PEM) for TLS/SSL Certificates and Keys........ccoeeeeeeeeeveeecrveeeenneeens 385
Converting DER ENCOded CertifiCAtes tO PEM..........cc.uueeeeieeeeeeeeete e ettt e estta e ettt e e et e e s astaaasstaaessassaaesssaaaennnseaensnsnes 385
Converting JKS Key and CrtifiCOte t0 PEM............oeoeuueeeeeeeeeeeeeee et etee e ettt e e e ettt e e et e e e e aaa e e et s e eesssaeesasasaeasassaeenasnes 386
Converting PEM Key QNd CertifiCate 10 JKS.......oouueeeeeiieeeeee et e et e et a e ettt e e et e e ettt aaassttaesastaaessssaaaennseaeesannes 386
How To Configure Authentication fOr AMAzon S3.......uiiiii i e e e s e e e s e saareeeean 387
Authentication through the S3 CONNECTLOr SEIVICE............c..ueeeeueeeeeeiieeeeeeeeeeeee e e ettt e e est e e e ettt e e e astseaeesstaaestssaeessssaeessees 387
Authentication through Advanced Configuration SNIPPELS...........cccueewueieueieiiieeiieeee ettt 387
Creqting @ TADIE iN G BUCKET..............cooeeeeeeeeee ettt e et e e et e e et e e et e e e ettt e e e aataa e e easssaaaastssaaasssaaeaasssaeanssssaeannes 388
How to Configure ENcryption fOr AMAzon S3.... ...ttt e e e st e e e s e e e e aaaeeeesssaeaaean 389
LA TV L= o 1=] o I T 389
AMAZON S3 ANA TLS/SSL ENCIYDEION. c.....vecvveeveeereeceeeeteeeteeeteette e eteeeetee et e et e ese e asaeseeseeseesseeateeaseeaseasseeseeessessessessessensas 389
Amazon 53 ANd DAtA Gt RESt ENCIYPLION. ........cc...eeeeeeeeeeeeeeeeeeee e ettt e e e e e ettt e e e e e ee e e e e e e e sasasseasaaaeasssssasasaaeeesainees 389
How to Configure AWS Credentials.......cciiiiiii ittt e et e et e e e et e e e e e s aa e e e e e s araeeeesnnaeeeeesnnseeeean 393
AAING AWS CLEUCNLIAIS. ........eoeeeieeeeeee ettt ettt ettt et s e ettt et e ettt et e et e eateenateeeneenae 394

MANAGING AWS CrEABNTIAIS. ...........veeeeeeeeeeeee ettt et e e et e e e et e e et e e e ettt e e e aatsaaeeasssaeeaatssaaasssaseaasssaeanssenaeenes 395



How to Enable Sensitive Data REAACTION. .....ciiiiieeee ettt ettt e e e e ettt e e e e e taae e e e s e esaaaaeeees 396

Cloudera ManQGEr QNG PASSWOITS. ...........ccuueeeeeeeeeeeeeeeeee e ea e e e e e ettt e e ettt a e e sttt e e aaaasaaeesassaaeastseseaasssaaeassssaasassesaennnes 396
Cloudera Manag@er API REUGCTION. ...........ccueeieeeeeeeeeee ettt ettt ettt et e st ent e et e et enneenan 397
LOG GANA QUETY REAGCLION. .......veeiiieieesiieeeee sttt ettt ettt s et e st e st e st e st e et e e st e anstaasstaenaseesnseenateasseenass 397
Using Cloudera Navigator Data Management for DAt REAGACEION. ..............occueevueeeueieiieeieeeee e 399
HOW tO LOZ @ SECUIITY SUPPOIT CaSE...iiiiiiiiiiiiiieiiiieetieiti s rsss e s e e e e e e e e e e e e e e e e eeeeeeeeaeaaaeaaeaaserananaasneaeaeeeeesaeas 400
KEIDOIOS ISSUCS. ...ttt ettt et e ettt e et e sttt e e ettt et s et e et e e s ate e st e st e st e e et e e tneenane e 400
LDAP ISSUBS......eeeeeeeeeeeee ettt e ettt e e+ 42ttt a4+ e e ettt et e e e e e ettt et e e e e e e e atne et e e e e e ettt e e e e e e e aaaantneeees 400
Y A Y R X T=X SOOI 400
How To Obtain and Deploy Keys and Certificates for TLS/SSL.....cuuiiiiiiiiieiiieeieesteeereestee e esreesreeveesareeve e 401
TOOIS OVEIVIBW.......eeeeiiieiieesieeeee sttt et ettt st e st e st e st e et e et e s st e e s ate e st e s et e s st e eassaesateensteanaseesataasnseasassaensneene 401
Step 1: Create Directory fOr SECUIY AItIfOCES. ........ouuii ittt ettt ettt 402
SteP 2: CreQte the JAVA TIUSESLOIC.......oveeceeeeeeieee et e et e e et e e ettt e e ettt e e e ettt e e e st e e e e assaeeaatseaaeaassaaeesssaeeastseaaaassssaennseeas 402
Step 3: GeNerate SErver KEY QNGO CSR........ooouei ettt ettt s et ettt e e et e et aneenane s 402
StP 4: SUDMILE TNE CSR 10 ThE CA......eeeeeeeeeeeeeeeee ettt e e e et e e e ettt e e ettt e e e ettt e e e ettt e e eassaaeastseaaeassssaenasseeas 403
StEP 5: VEIIfY the COItifiCOLE. .....oooeeeeiieiee ettt ettt ettt et ettt e et e st e et e e eenes 403
Step 6: Import the CertifiCate iNtO tNE KEYSTOIE ...........ccueeeeeeiieeeeeee e e e e tee e ettt e e st e e e ettt e e et aaestseaaesasssaeesassaeeassseaaas 403
How To Renew and Redistribute CertifiCates........ccviiiiiiiiiiiiieeiieeeeee et e s 404
ASSUMPLIONS AN REQUITCIMENTS. ...ttt ettt e ettt e e e e e ettt e e e e e e e e ettt a e e e e e eeestssaseaaaeeesasssssenaaaeeeaned 404
Renewing and Replacing Certificates Before EXPIrGLiON...........c..ueeecueeeeeeeesesiiieeesieeeesttaeesttteaestaaaessssaaessssaeaessseaessnnees 406
Replacing Certificates After G CertifiCOte EXPII@S..........uuuuuuuueeeiieeeeeieeeeeeeee e etteee e et tee e e et e e e etaae e e et e e estsaaeesasaeaeatseseesasns 407
How to Set Up a Gateway Node to Restrict Access t0 the CIUStEr........cuvviiiiiiiiiii i 407
Installing and Configuring the Firewall Gnd GAtEWQY..............c.eeeueiiiiieiiieeieeee ettt 407
ACCESSING HDFS......ccooeeeeeeeeeeeeeeeeeeeeee ettt e s e s e a e s e n e naneannaaanaeananens 408
SUbMItting ANA MONTEOIING JODS..........oooueieiiiee ettt ettt ettt ettt ettt s e st e s e s 408
How To Set Up Access to Cloudera EDH or Cloudera Director (Microsoft Azure Marketplace)....................... 409
CONFIGUIE TNE SOCKS PIOXY.....vvveeeeeseesieeeeeee e et e e ette e e ettt a e et a e e ettt e e aaastaaeaasssaaeastseaaasssaaeaasseasaassssaaanssnaensassaasanssenensnnes 409
INEEWOIK SECUIIEY GIOUP. ....cccceeeeeeeee ettt e e e e ettt e e e e e ettt e e e e e e ee e st s e eaaaeeeessssssaaaaaeeeaassssesaaeseeassssssneeaeas 410
How to Use Self-Signed Certificates fOr TLS......couiiii ittt e st e e et e e e e aaa e e e e anaeeaeas 410

Troubleshooting Security ISSUES......cccccereeiiieeniireniirenierenerrnnersenerensserenseesenseenens 412

Error Messages and VarioUS FAilUIES.......ciuuviieiiiiiiie et iee et erte e e e e e e et ee s s saaae e e e sssbaeeeessaneeessnnsseeeeas 412
Cluster cannot run jobs after Kerberos @NADIEA...................ueeeueeeeeeiiieeeee e ee e ee et e e et e et e e e eeta e e et aaaeetsaaeesasees 412
NOAMENOUE FAIIS TO SEAIT......coeeeeeeiee ettt ettt e e et e ettt st e ettt et e ettt e s ate e st e st e naseesneeeae 413
Clients canNNOt CONNECE TO NAMENOUE ........cccuveroueeeiiiesiieeeiit st st et s e e stte ettt e e st e e sttt e st esateessaestssastesassaenssaessseenasesnas 414
Hadoop commands run in local realm but NOt iN reMOte rEAIM.............c.coovueieeiiiiiieeieeseeeee ettt 414
Users cannot obtain credentials when running Hadoop jobs O COMMQANGS.............cccccueeeeeecviieeiiireeeiiieeeecieeeeeciea e 414
Bogus replay eXCEPLIONS iN SEIVICE [0GS........ccuuerueeeieiiiieee ettt ettt ettt e st s e et e et e e nateeniteesinee e 415
Cloudera Manager ClUSLEr SEIVICES fQil 1O STAIT............ceeeeueeeeeeeeeeeeeeeeee e e e e et e e ettt e e ettt e e e ettt e e e et aaeesasaeaeesseaeesasees 416
EFTOE IMIBSSAGES. ...ttt ettt e ettt e e ettt e e e e ettt et e e e sttt e e s eee s 416
Authentication and KerbEroS ISSUES......iiuuiiiii ittt ettt e e st e e e s sbtaeeesssnbaaeessanbeneeesanns 418
Auditing the Kerberos CONfIQUITLION. ............ueeecueeeeeeeeeeeeeeeeeee e et e e et e e e et e e e sttt e essseaesastssaaaassssaesssaaaessssaaeansssaensanses 418

Kerberos COMMOANU-LINE TOOIS...........cuuuuueueeeieieieeeieieieieieeititeeeeetaessaaa sttt saasssssnassnsasnas 419



Enabling Debugging fOr AUTNENTICATION ISSUES.............eeeeeueeeeeeieeeeeeee e et et e e et e e e et e e e ettt e e e e etsaaeeatsaaeesaseaaessseseesasnes 420

Kerberos Credentiol-GENEIALION ISSUES. ..........c.ueccuueeeueeesieeeiie sttt e ettt ettt et e st e st e st e s ateebteenateessteesaneesas 421
Hadoop commands fail after enabling K@rberos SECUIILY.............ccccuveeeeeeeeeeeeiiee e et e et e et e e e e e e e eereaeeeaeeas 421
Using the UserGroupinformation class t0 QUERENTICALE DOZIE.............ccccuueeeesiieeeeiiieeeeiieeeesteaeesstaaessaaaessiseaesessaaeessneas 422
Certain Java versions cannot read CredentilS CACRE. ............cocuueeeriiieeeeiie ettt et s et eestae e e 423
Resolving Cloudera Manager ServiCe KEYTAD ISSUES. ............uueeeueeeeeeiieeeeeeie e esiee e e teeeeetaaestttaeestteaessassaasassaasenassaeessnsees 424
Reviewing Service Ticket Credentials in Cross-Realm DeplOYMENTS............cccccccuuueeeeeeeeeieiiiiieeee e eeescciteee e e e eecsreeaaaaeeeesa 425
Sample Kerberos CONFIGQUITLION FilES...........ceeeuuueeeeieeeeeee et e eee e et e e ettt e e ettt e et tta e e et e e s esseaeessaaaeassaaesnassaaeassenans 425
HDFS ENCIYPTION ISSUBS.ccciiiiieiititit ettt ettt e e e e e e ettt et e e e e e e e e s aaab bbbt e eeeeaeeesaaaaanbsbaeeeeeeeeeeesssannssennes 427
KIS SEIVEr JULE DUS I @XCOPTION. ......cc.eveeeeeeee et e e et e e ettt e e et a e e et e e e et e e e easseaeassasaaasseaeassssaasassesaesnnes 427
RetrieVal Of @NCIYPLION KEYS fOIS........cccuuieieiiieeee ettt ettt ettt et ettt et eeniteesaeenae 427
DistCp between unencrypted and encrypted [0CAtIONS fQilS............c..oeeeeueeieeiiieeeeiie e et ee et eesraa e e 427
(CDH 5.6 and lower) Cannot move encrypted files t0 trASA............c.coveeiueeieeieee ettt 427
NameNode - KMS communication fails after long periods Of iNACLIVItY..........c.ceeecvueeeeiieieeeeciie e s esceeeeevae e 428
HDFS Trash Behaviour with Transparent ENCryption ENGDIE...............ccc.eoovmieoiiiiiieeieiieeeee ettt 428
Troubleshooting TLS/SSL Issues in CloUdEra MaN@ZEr .........ccoveeeeueeeeieeeeteeeecteeeeteeeeeteeeeeteeeeeteeeeeteeeeesaeeeaeeeas 429
TSt CONNECLIVITY WILR OP@NSSL...ooeoneeeeeeeee ettt e e ettt e e et e e et e e e ettt e e e e astaa e et aaaaansteaeaastaaeassssaeaanssaensnnsnans 429
Upload Diagnostic BUndles t0 CIOUAEIA SUPPOI..............uueeeeeeeeeeeeeeee ettt e e e ettt e e e e e e st aaaaeeesesssssasaaeaeessinsses 429
YARN, MRV1, @Nd LINUX OS SECUITY...cciiitiiieeieitieie e e ettt e e ettt e e eette e e e s ettae e e e eataeeeessastaeeesassaeeeseassaseessnnsaneeesanes 431
MRVI ANA YARN: TRE JSVC PrOGITIM....c..eeeiieeee ettt ettt ettt s e et e st e et e et et e nteesinee e 431
MRV Only: The LiNUX TASKCONTIOIE ..............oeeeeeeeeeseeeeeeee et e et e ettt ettt e e ettt e e e et a e et e e e e tsaaeaasssaaeaatseaeeassseeeennes 431
YARN Only: The LiNUX CONEAIN@I EXCCULON ......c..eeiieieiee ettt ettt ettt et ste e st e et e et e e s 431
Qo] o =X gL oL T USSP RR 432
TaSKCONLIOllEr EFror COUES (IMRVI)........oecueieeeeeee ettt ettt s et e e et e et e et a e aa e e e asa e st essasssaaessseassaenssaensseenass 432
Containe€rEXECULOr ErTOr COUES (YARN).......ueeeeeeeeeeeeee ettt e et e e ettt e e e ettt e e et e e e e ats e e e e e sts e e easssaaeaasseaeeasseaeesanses 434

Appendix: Apache License, Version 2.0........ccccceeereererrenncerencrennccrenssenenssenenscesenseencd37



About this Guide

This guide is intended for system administrators who want to secure a cluster using data encryption, user authentication,
and authorization techniques. It provides conceptual overviews and how-to information about setting up various

Hadoop components for optimal security, including how to setup a gateway to restrict access. This guide assumes that
you have basic knowledge of Linux and systems administration practices, in general.
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Cloudera Security Overview

As a system designed to support vast amounts and types of data, Cloudera clusters must meet ever-evolving security
requirements imposed by regulating agencies, governments, industries, and the general public. Cloudera clusters
comprise both Hadoop core and ecosystem components, all of which must be protected from a variety of threats to
ensure the confidentiality, integrity, and availability of all the cluster's services and data. This overview provides
introductions to:

Security Requirements

Goals for data management systems, such as confidentiality, integrity, and availability, require that the system be
secured across several dimensions. These can be characterized in terms of both general operational goals and technical
concepts, as shown in the figure below:

Perimeter Data Access

Guarding access to the Protecting data in the Defining what users
cluster itself cluster from and applications can do
unauthorized visibility with data

Visibility

Reporting on where
data came from and

how it's being used

Technical Concepts: Technical Concepts: Technical Concepts:
Authentication Encryption Permissions
Network isolation Data masking Authorization

Technical Concepts:
Auditing
Lineage

e Perimeter Access to the cluster must be protected from a variety of threats coming from internal and external
networks and from a variety of actors. Network isolation can be provided by proper configuration of firewalls,
routers, subnets, and the proper use of public and private IP addresses, for example. Authentication mechanisms
ensure that people, processes, and applications properly identify themselves to the cluster and prove they are
who they say they are, before gaining access to the cluster.

e Data Data in the cluster must always be protected from unauthorized exposure. Similarly, communications between
the nodes in the cluster must be protected. Encryption mechanisms ensure that even if network packets are
intercepted or hard-disk drives are physically removed from the system by bad actors, the contents are not usable.

e Access Access to any specific service or item of data within the cluster must be specifically granted. Authorization
mechanisms ensure that once users have authenticated themselves to the cluster, they can only see the data and
use the processes to which they have been granted specific permission.

¢ Visibility Visibility means that the history of data changes is transparent and capable of meeting data governance
policies. Auditing mechanisms ensure that all actions on data and its lineage—source, changes over time, and so
on—are documented as they occur.

Securing the cluster to meet specific organizational goals involves using security features inherent to the Hadoop
ecosystem as well as using external security infrastructure. The various security mechanisms can be applied in a range
of levels.

Security Levels

The figure below shows the range of security levels that can be implemented for a Cloudera cluster, from non-secure
(0) to most secure (3). As the sensitivity and volume of data on the cluster increases, so should the security level you
choose for the cluster.
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With level 3 security, your Cloudera cluster is ready for full compliance with various industry and regulatory mandates
and is ready for audit when necessary. The table below describes the levels in more detail:

Level Security Characteristics

0 Non-secure No security configured. Non-secure clusters should never be used in production

environments because they are vulnerable to any and all attacks and exploits.

1 Minimal Configured for authentication, authorization, and auditing. Authentication is first
configured to ensure that users and services can access the cluster only after proving
their identities. Next, authorization mechanisms are applied to assign privileges to users

and user groups. Auditing procedures keep track of who accesses the cluster (and how).

2 More Sensitive data is encrypted. Key management systems handle encryption keys. Auditing
has been setup for data in metastores. System metadata is reviewed and updated
regularly. Ideally, cluster has been setup so that lineage for any data object can be

traced (data governance).

3 Most The secure enterprise data hub (EDH) is one in which all data, both data-at-rest and
data-in-transit, is encrypted and the key management system is fault-tolerant. Auditing
mechanisms comply with industry, government, and regulatory standards (PCl, HIPAA,
NIST, for example), and extend from the EDH to the other systems that integrate with
it. Cluster administrators are well-trained, security procedures have been certified by

an expert, and the cluster can pass technical review.

Hadoop Security Architecture

The figure below is an example of some of the many components at work in a production Cloudera enterprise cluster.
The figure highlights the need to secure clusters that may ingest data from both internal and external data feeds, and
across possibly multiple datacenters. Securing the cluster requires applying authentication and access controls throughout
these many inter- and intra-connections, as well as to all users who want to query, run jobs, or even view the data
held in the cluster.

e External data streams are authenticated by mechanisms in place for Flume and Kafka. Data from legacy databases
is ingested using Sqoop. Data scientists and Bl analysts can use interfaces such as Hue to work with data on Impala
or Hive, for example, to create and submit jobs. Kerberos authentication can be leveraged to protect all these
interactions.

e Encryption can be applied to data at-rest using transparent HDFS encryption with an enterprise-grade Key Trustee
Server. Cloudera also recommends using Navigator Encrypt to protect data on a cluster associated with the
Cloudera Manager, Cloudera Navigator, Hive and HBase metastores, and any log files or spills.

e Authorization policies can be enforced using Sentry (for services such as Hive, Impala, and Search) as well as HDFS
Access Control Lists.
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e Auditing capabilities can be provided by using Cloudera Navigator.
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Authentication Overview

Authentication is a basic security requirement for any computing environment. In simple terms, users and services
must prove their identity (authenticate) to the system before they can use system features to the degree authorized.
Authentication and authorization work hand-in-hand to protect system resources. Authorization is handled in many
different ways, from access control lists (ACLs), to HDFS extended ACLs, to role-based access controls (RBAC) using
Sentry. See Authorization Overview on page 29 for more information.

Several different mechanisms work together to authenticate users and services in a cluster. These vary depending on
the services configured on the cluster. Most CDH components, including Apache Hive, Hue, and Apache Impala can
use Kerberos for authentication. Both MIT and Microsoft Active Directory Kerberos implementations can be integrated
for use with Cloudera clusters.

In addition, Kerberos credentials can be stored and managed in the LDAP-compliant identity service, such as OpenLDAP
and Microsoft Active Directory, a core component of Windows Server.

This section provides a brief overview with special focus on different deployment models available when using Microsoft
Active Directory for Kerberos authentication or when integrating MIT Kerberos and Microsoft Active Directory.

Cloudera does not provide a Kerberos implementation. Cloudera clusters can be configured to use Kerberos for
authentication, either MIT Kerberos or Microsoft Server Active Directory Kerberos, specifically the Key Distribution
Center or KDC. The Kerberos instance must be setup and operational before you can configure the cluster to use it.
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Gathering all the configuration details about the KDC—or having the Kerberos administrator available to help during
the setup process—is an important preliminary task involved with integrating the cluster and Kerberos regardless of
the deployment model.

Kerberos Overview

In simple terms, Kerberos is an authentication protocol that relies on cryptographic mechanisms to handle interactions
between a requesting client and server, greatly reducing the risk of impersonation. Passwords are not stored locally
nor sent over the network in the clear. The password users enter when logging in to their systems is used to unlock a
local mechanism that is then used in a subsequent interaction with a trusted third-party to grant a user a ticket (with
a limited lifetime) that is used to authenticate with requested services. After the client and server processes prove
their respective identities to each other, communications are encrypted to ensure privacy and data integrity.

The trusted third-party is the Kerberos Key Distribution Center (KDC), the focal point for Kerberos operations which
also provides the Authentication Service and the Ticket Granting Service (TGS) for the system. Briefly, the TGS issues
a ticket to the requesting user or service which is then presented to the requested service that proves the user (or
service) identity for the ticket lifetime (by default, 10 hours). There are many nuances to Kerberos, including defining
the principals that identify users and services for the system, ticket renewal, delegated token handling, to name a few.
See Kerberos Security Artifacts Overview on page 40.

Furthermore, these processes occur for the most part completely transparently. For example, business users of the
cluster simply enter their password when they log in, and the ticket-handling, encryption, and other details take place
automatically, behind the scenes. Additionally, users are authenticated not only to a single service target, but to the
network as a whole thanks to the tickets and other mechanisms at work in the Kerberos infrastructure.

Kerberos Deployment Models

Credentials needed for Kerberos authentication can be stored and managed in an LDAP-compliant identity/directory
service, such as OpenLDAP or Microsoft Active Directory.

At one time a stand-alone service offering from Microsoft, Active Directory services are now packaged as part of the
Microsoft Server Domain Services. In the early 2000s, Microsoft replaced its NT LAN Manager authentication mechanism
with Kerberos. That means that sites running Microsoft Server can integrate their clusters with Active Directory for
Kerberos and have the credentials stored in the LDAP directory on the same server.

This section provides overviews of the different deployment models available for integrating Kerberos authentication
with Cloudera clusters, with some of the advantages and disadvantages of the available approaches.

Local MIT KDC

This approach uses an MIT KDC that is local to the cluster. Users and services authenticate to the local KDC before they
can interact with the CDH components on the cluster.

Architecture Summary

e An MIT KDC and a separate Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host. Additional replicated MIT KDCs for high-availability are optional.

e All cluster hosts must be configured to use the local MIT Kerberos realm using the kr b5. conf file.

e All service and user principals must be created in the local MIT KDC and Kerberos realm.

¢ The local MIT KDC will authenticate both the service principals (using keytab files) and user principals (using
passwords).

¢ Cloudera Manager connects to the local MIT KDC to create and manage the principals for the CDH services running
on the cluster. To do this Cloudera Manager uses an admin principal and keytab that is created during the setup
process. This step has been automated by the Kerberos wizard. See Enabling Kerberos Authentication Using the
Wizard for details, or see How to Configure Clusters to Use Kerberos for Authentication for information about
creating an admin principal manually.

e Thelocal MIT KDC administrator typically creates all other user principals. However, the Cloudera Manager Kerberos
wizard can create the principals and keytab files automatically.
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The authentication mechanism is isolated from the rest
of the enterprise.

This mechanism is not integrated with central
authentication system.

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates
creation and distribution of service principals and keytab
files.

User and service principals must be created in the local
MIT KDC, which can be time-consuming.

The local MIT KDC can be a single point of failure for the
cluster unless replicated KDCs can be configured for
high-availability.

The local MIT KDC is yet another authentication system
to manage.

Local MIT KDC with Active Directory Integration

This approach uses an MIT KDC and Kerberos realm that is local to the cluster. However, Active Directory stores the
user principals that will access the cluster in a central realm. Users will have to authenticate with this central AD realm
to obtain TGTs before they can interact with CDH services on the cluster. Note that CDH service principals reside only

in the local KDC realm.

Architecture Summary

e An MIT KDC and a distinct Kerberos realm is deployed locally to the CDH cluster. The local MIT KDC is typically
deployed on a Utility host and additional replicated MIT KDCs for high-availability are optional.

o All cluster hosts are configured with both Kerberos realms (local and central AD) using the kr b5. conf file. The

default realm should be the local MIT Kerberos realm.
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e Service principals should be created in the local MIT KDC and the local Kerberos realm. Cloudera Manager connects
to the local MIT KDC to create and manage the principals for the CDH services running on the cluster. To do this,
Cloudera Manager uses an admin principal and keytab that is created during the security setup. This step has been
automated by the Kerberos wizard.

* A one-way, cross-realm trust must be set up from the local Kerberos realm to the central AD realm containing the
user principals that require access to the CDH cluster. There is no need to create the service principals in the
central AD realm and no need to create user principals in the local realm.
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The local MIT KDC serves as a shield for the central Active
Directory from the many hosts and services in a CDH
cluster. Service restarts in a large cluster create many
simultaneous authentication requests. If Active Directory
is unable to handle the spike in load, then the cluster can
effectively cause a distributed denial of service (DDOS)
attack.

The local MIT KDC can be a single point of failure (SPOF)
for the cluster. Replicated KDCs can be configured for
high-availability.
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Pros

Cons

This is fairly easy to setup, especially if you use the
Cloudera Manager Kerberos wizard that automates
creation and distribution of service principals and keytab
files.

Active Directory administrators will only need to be
involved to configure the cross-realm trust during setup.

The local MIT KDC is yet another authentication system
to manage.

Integration with central Active Directory for user principal
authentication results in a more complete authentication
solution.

Allows for incremental configuration. Hadoop security can
be configured and verified using local MIT KDC
independently of integrating with Active Directory.

Using a Centralized Active Directory Service

This approach uses the central Active Directory as the KDC. No local KDC is required. Before you decide upon an AD
KDC deployment, make sure you are aware of the following possible ramifications of that decision.

Architecture Summary

¢ All service and user principals are created in the Active Directory KDC.

e All cluster hosts are configured with the central AD Kerberos realm using kr b5. conf .

¢ Cloudera Manager connects to the Active Directory KDC to create and manage the principals for the CDH services
running on the cluster. To do this, Cloudera Manager uses a principal that has the privileges to create other
accounts within the given Organisational Unit (OU). (This step has been automated by the Kerberos wizard.)

e All service and user principals are authenticated by the Active Directory KDC.
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E,i Note: Ifitis not possible to create the Cloudera Manager admin principal with the required privileges

in the Active Directory KDC, then the CDH services principals will need to be created manually. The
corresponding keytab files should then be stored securely on the Cloudera Manager Server host.
Cloudera Manager's Custom Kerberos Keytab Retrieval script can be used to retrieve the keytab files
from the local filesystem.

Recommendations for Active Directory KDC

Several different subsystems are involved in servicing authentication requests, including the Key Distribution Center
(KDC), Authentication Service (AS), and Ticket Granting Service (TGS). The more nodes in the cluster and the more
services provided, the heavier the traffic between these services and the services running on the cluster.

As a general guideline, Cloudera recommends using a dedicated Active Directory instance (Microsoft Server Domain
Services) for every 100 nodes in the cluster. However, this is just a loose guideline. Monitor utilization and deploy
additional instances as needed to meet the demand.
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By default, Kerberos uses TCP for client/server communication which guarantees delivery but is not as fast at delivering
packets as UDP. To override this setting and let Kerberos try UDP before TCP, modify the Kerberos configuration file
(kr b5. conf ) as follows:

[1'i bdefaul ts]
udp_preference_linmt =1

This is especially useful if the domain controllers are not on the same subnet as the cluster or are separated by firewalls.

In general, Cloudera recommends setting up the Active Directory domain controller (Microsoft Server Domain Services)
on the same subnet as the cluster and never over a WAN connection. Separating the cluster from the KDC running on
the Active Directory domain controller results in considerable latency and affects cluster performance.

Troubleshooting cluster operations when Active Directory is being used for Kerberos authentication requires
administrative access to the Microsoft Server Domain Services instance. Administrators may need to enable Kerberos
event logging on the Microsoft Server KDC to resolve issues.

Deleting Cloudera Manager roles or nodes requires manually deleting the associate Active Directory accounts. Cloudera
Manager cannot delete entries from Active Directory.

Identity Integration with Active Directory

A core requirement for enabling Kerberos security in the platform is that users have accounts on all cluster processing
nodes. Commercial products such as Centrify or Quest Authentication Services (QAS) provide integration of all cluster
hosts for user and group resolution to Active Directory. These tools support automated Kerberos authentication on
login by users to a Linux host with AD. For sites not using Active Directory, or sites wanting to use an open source
solution, the Site Security Services Daemon (SSSD) can be used with either AD or OpenLDAP compatible directory
services and MIT Kerberos for the same needs.

For third-party providers, you may have to purchase licenses from the respective vendors. This procedure requires
some planning as it takes time to procure these licenses and deploy these products on a cluster. Care should be taken
to ensure that the identity management product does not associate the service principal names (SPNs) with the host
principals when the computers are joined to the AD domain. For example, Centrify by default associates the HTTP SPN
with the host principal. So the HTTP SPN should be specifically excluded when the hosts are joined to the domain.

You will also need to complete the following setup tasks in AD:

¢ Active Directory Organizational Unit (OU) and OU user - A separate OU in Active Directory should be created
along with an account that has privileges to create additional accounts in that OU.

e Enable SSL for AD - Cloudera Manager should be able to connect to AD on the LDAPS (TCP 636) port.

¢ Principals and Keytabs - In a direct-to-AD deployment that is set up using the Kerberos wizard, by default, all
required principals and keytabs will be created, deployed and managed by Cloudera Manager. However, if for
some reason you cannot allow Cloudera Manager to manage your direct-to-AD deployment, then unique accounts
should be manually created in AD for each service running on each host and keytab files must be provided for the
same. These accounts should have the AD User Principal Name (UPN) set to ser vi ce/ f qdn@REALM and the
Service Principal Name (SPN) set to ser vi ce/ f gdn. The principal name in the keytab files should be the UPN of
the account. The keytab files should follow the naming convention: servi cenane_f qdn. keyt ab. The following
principals and keytab files must be created for each host they run on: Hadoop Users (user:group) and Kerberos
Principals on page 103.

e AD Bind Account - Create an AD account that will be used for LDAP bindings in Hue, Cloudera Manager and
Cloudera Navigator.

¢ AD Groups for Privileged Users - Create AD groups and add members for the authorized users, HDFS admins and
HDFS superuser groups.

e Authorized users — A group consisting of all users that need access to the cluster
e HDFS admins — Groups of users that will run HDFS administrative commands


https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0
https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0

o HDFS super users — Group of users that require superuser privilege, that is, read/wwrite access to all data

and directories in HDFS

Putting regular users into the HDFS superuser group is not recommended. Instead, an account that
administrators escalate issues to, should be part of the HDFS superuser group.

¢ AD Groups for Role-Based Access to Cloudera Manager and Cloudera Navigator - Create AD groups and add
members to these groups so you can later configure role-based access to Cloudera Manager and Cloudera Navigator.

e AD Test Users and Groups - At least one existing AD user and the group that the user belongs to should be provided
to test whether authorization rules work as expected.

Using TLS/SSL for Secure Keytab Distribution

The Kerberos keytab file is transmitted among the hosts in the Cloudera Manager cluster, between Cloudera Manager
Server and Cloudera Manager Agent hosts. To keep this sensitive data secure, configure Cloudera Manager Server and
the Cloudera Manager Agent hosts for encrypted communications using TLS/SSL. See Encrypting Data in Transit on

page 191 for details.

Using the Wizard or Manual Process to Configure Kerberos Authentication

Cloudera does not provide a Kerberos implementation but uses an existing Kerberos deployment to authenticate
services and users. The Kerberos server may be set up exclusively for use by the cluster (for example, Local MIT KDC
on page 17) or may be a distributed Kerberos deployment used by other applications in the organization.

Regardless of the deployment model, the Kerberos instance must be operational before the cluster can be configured
to use it. In addition, the cluster itself should also be operational and ideally, configured to use TLS/SSL for Cloudera
Manager Server and Cloudera Manager Agent hosts, as mentioned above.

When you are ready to integrate the cluster with your organization's MIT KDC or Active Directory KDC, you can do so
using the wizard provided in Cloudera Manager Server or by following a manual process, as follows:

e Enabling Kerberos Authentication Using the Wizard on page 51

e How to Configure Clusters for Kerberos Authentication

Authentication Mechanisms used by Cluster Components

Component or Product

Authentication Mechanism Supported

Accumulo

Kerberos (partial)

Backup and Disaster Recovery

Kerberos (used to authenticate Cloudera Manager to Kerberos-protected
services), LDAP, SAML

Cloudera Manager

Kerberos (used to authenticate Cloudera Manager to Kerberos-protected
services), LDAP, SAML

Cloudera Navigator

Active Directory, OpenLDAP, SAML

Flume Kerberos (starting CDH 5.4)

HBase Kerberos, user-based authentication required for HBase Thrift and REST clients
HDFS Kerberos, SPNEGO (HttpFS)

HiveServer None

HiveServer2

Kerberos, LDAP, Custom/pluggable authentication

Hive Metastore

Kerberos

Hue

Kerberos, LDAP, SAML, Custom/pluggable authentication

Impala

Kerberos, LDAP, SPNEGO (Impala Web Console)




Component or Product Authentication Mechanism Supported
Kudu Kerberos

MapReduce Kerberos (also see HDFS)
Oozie Kerberos, SPNEGO

Pig Kerberos

Search Kerberos, SPNEGO
Sentry Kerberos

Spark Kerberos

Sqoop Kerberos

Sqoop2 Kerberos (as of CDH 5.4)
YARN Kerberos (also see HDFS)
Zookeeper Kerberos

Encryption Overview

Encryption is a process that uses digital keys to encode various components—text, files, databases, passwords,
applications, or network packets, for example—so that only the appropriate entity (user, system process, and so on)
can decode (decrypt) the item and view, modify, or add to the data. Cloudera provides encryption mechanisms to
protect data persisted to disk or other storage media (data at rest encryption or simply, data encryption) and as it
moves over the network (data in transit encryption).

Data encryption is mandatory in government, health, finance, education, and many other environments. For example,
the Federal Information Security Management Act (FISMA) governs patient privacy concerns and the Payment Card
Industry Data Security Standard (PCI DSS) regulates information security for credit-card processors. These are just two
examples.

The vast quantity of data contained in Cloudera clusters, deployed using many different components, must nonetheless
support whatever degree of privacy, confidentiality, and data integrity is required by the use case. The encryption
mechanisms supported by Cloudera and discussed in this overview aim to do just that.

Protecting Data At-Rest

Protecting data at rest typically means encrypting the data when it is stored on disk and letting authorized users and
processes—and only authorized users and processes—to decrypt the data when needed for the application or task at
hand. With data-at-rest encryption, encryption keys must be distributed and managed, keys should be rotated or
changed on a regular basis (to reduce the risk of having keys compromised), and many other factors complicate the
process.

However, encrypting data alone may not be sufficient. For example, administrators and others with sufficient privileges
may have access to personally identifiable information (Pll) in log files, audit data, or SQL queries. Depending on the
specific use case—in hospital or financial environment, the Pll may need to be redacted from all such files, to ensure
that users with privileges on the logs and queries that might contain sensitive data are nonetheless unable to view
that data when they should not.

Cloudera provides complementary approaches to encrypting data at rest, and provides mechanisms to mask Pll in log
files, audit data, and SQL queries.
Encryption Options Available

Cloudera provides several mechanisms to ensure that sensitive data is secure. CDH provides transparent HDFS encryption,
ensuring that all sensitive data is encrypted before being stored on disk. HDFS encryption when combined with the
enterprise-grade encryption key management of Navigator Key Trustee enables regulatory compliance for most
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enterprises. For Cloudera Enterprise, HDFS encryption can be augmented by Navigator Encrypt to secure metadata,
in addition to data. Cloudera clusters that use these solutions run as usual and have very low performance impact,
given that data nodes are encrypted in parallel. As the cluster grows, encryption grows with it.

Additionally, this transparent encryption is optimized for the Intel chipset for high performance. Intel chipsets include
AES-NI co-processors, which provide special capabilities that make encryption workloads run extremely fast. Cloudera
leverages the latest Intel advances for even faster performance.

The Key Trustee KMS, used in conjunction with Key Trustee Server and Key HSM, provides HSM-based protection of
stored key material. The Key Trustee KMS generates encryption zone key material locally on the KMS and then encrypts
this key material using an HSM-generated key. Navigator HSM KMS services, in contrast, rely on the HSM for all
encryption zone key generation and storage. When using the Navigator HSM KMS, encryption zone key material
originates on the HSM and never leaves the HSM. This allows for the highest level of key isolation, but requires some
overhead for network calls to the HSM for key generation, encryption and decryption operations. The Key Trustee KMS
remains the recommended key management solution for HDFS encryption for most production scenarios.

The figure below shows an example deployment that uses:

e Cloudera Transparent HDFS Encryption to encrypt data stored on HDFS

e Navigator Encrypt for all other data (including metadata, logs, and spill data) associated with Cloudera Manager,
Cloudera Navigator, Hive, and HBase

e Navigator Key Trustee for robust, fault-tolerant key management

SENTRY

NAVIGATOR KEY TRUSTEE

O Q== Q== Q= Q=

In addition to applying encryption to the data layer of a Cloudera cluster, encryption can also be applied at the network
layer, to encrypt communications among nodes of the cluster. See Encryption Mechanisms Overview on page 28 for
more information.

Encryption does not prevent administrators with full access to the cluster from viewing sensitive data. To obfuscate
sensitive data, including Pll, the cluster can be configured for data redaction.

Data Redaction for Cloudera Clusters

Redaction is a process that obscures data. It can help organizations comply with industry regulations and standards,
such as PCI (Payment Card Industry) and HIPAA, by obfuscating personally identifiable information (PIl) so that is not
usable except by those whose jobs require such access. For example, HIPAA legislation requires that patient Pll not be
available to anyone other than appropriate physician (and the patient), and that any patient's PIl cannot be used to
determine or associate an individual's identity with health data. Data redaction is one process that can help ensure
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this privacy, by transforming Pll to meaningless patterns—for example, transforming U.S. social security numbers to
XXX- XX- XXXX strings.

Data redaction works separately from Cloudera encryption techniques, which do not preclude administrators with full
access to the cluster from viewing sensitive user data. It ensures that cluster administrators, data analysts, and others
cannot see Pll or other sensitive data that is not within their job domain and at the same time, it does not prevent
users with appropriate permissions from accessing data to which they have privileges.

See How to Enable Sensitive Data Redaction for details.

Protecting Data In-Transit

For data-in-transit, implementing data protection and encryption is relatively easy. Wire encryption is built into the
Hadoop stack, such as SSL, and typically does not require external systems. This data-in-transit encryption is built using
session-level, one-time keys, by means of a session handshake with immediate and subsequent transmission. Thus,
data-in-transit avoids much of the key management issues associated with data-at-rest due the temporal nature of
the keys, but it does rely on proper authentication; a certificate compromise is an issue with authentication, but can
compromise wire encryption. As the name implies, data-in-transit covers the secure transfer and intermediate storage
of data. This applies to all process-to-process communication, within the same node or between nodes. There are
three primary communication channels:

e HDFS Transparent Encryption: Data encrypted using HDFS Transparent Encryption is protected end-to-end. Any
data written to and from HDFS can only be encrypted or decrypted by the client. HDFS does not have access to
the unencrypted data or the encryption keys. This supports both, at-rest encryption as well as in-transit encryption.

e Data Transfer: The first channel is data transfer, including the reading and writing of data blocks to HDFS. Hadoop
uses a SASL-enabled wrapper around its native direct TCP/IP-based transport, called Dat aTr anspor t Pr ot ocol ,
to secure the 1/0O streams within an DIGEST-MD5 envelope (For steps, see Configuring Encrypted Transport for
HDFS on page 235). This procedure also employs secured HadoopRPC (see Remote Procedure Calls) for the key
exchange. The HttpFS REST interface, however, does not provide secure communication between the client and
HDFS, only secured authentication using SPNEGO.

For the transfer of data between DataNodes during the shuffle phase of a MapReduce job (that is, moving
intermediate results between the Map and Reduce portions of the job), Hadoop secures the communication
channel with HTTP Secure (HTTPS) using Transport Layer Security (TLS). See Encrypted Shuffle and Encrypted Web
Uls on page 227.

¢ Remote Procedure Calls: The second channel is system calls to remote procedures (RPC) to the various systems
and frameworks within a Hadoop cluster. Like data transfer activities, Hadoop has its own native protocol for RPC,
called HadoopRPC, which is used for Hadoop API client communication, intra-Hadoop services communication,
as well as monitoring, heartbeats, and other non-data, non-user activity. HadoopRPC is SASL-enabled for secured
transport and defaults to Kerberos and DIGEST-MD5 depending on the type of communication and security settings.
For steps, see Configuring Encrypted Transport for HDFS on page 235.

e User Interfaces: The third channel includes the various web-based user interfaces within a Hadoop cluster. For
secured transport, the solution is straightforward; these interfaces employ HTTPS.

TLS/SSL Certificates Overview

Certificates can be signed in one three different ways:

Type Usage Note
Public CA-signed Recommended. Using certificates signed by a trusted public CA simplifies deployment because
certificates the default Java client already trusts most public CAs. Obtain certificates from one of the

trusted well-known (public) CAs, such as Symantec and Comodo, as detailed in Generate TLS
Certificates on page 195

Internal CA-signed Obtain certificates from your organization's internal CA if your organization has its own.
certificates Using an internal CA can reduce costs (although cluster configuration may require establishing
the trust chain for certificates signed by an internal CA, depending on your IT infrastructure).




See Configuring TLS Encryption for Cloudera Manager on page 195 for information about

establishing trust as part of configuring a Cloudera Manager cluster.
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Self-signed certificates

on page 410 for details.

Not recommended for production deployments. Using self-signed certificates requires
configuring each client to trust the specific certificate (in addition to generating and
distributing the certificates). However, self-signed certificates are fine for non-production
(testing or proof-of-concept) deployments. See How to Use Self-Signed Certificates for TLS

For more information on setting up SSL/TLS certificates, see Encrypting Data in Transit on page 191.

TLS/SSL Encryption for CDH Components

Cloudera recommends securing a cluster using Kerberos authentication before enabling encryption such as SSLon a
cluster. If you enable SSL for a cluster that does not already have Kerberos authentication configured, a warning will

be displayed.

Hadoop services differ in their use of SSL as follows:

e HDFS, MapReduce, and YARN daemons act as both SSL servers and clients.

e HBase daemons act as SSL servers only.
e Qozie daemons act as SSL servers only.
e Hue acts as an SSL client to all of the above.

Daemons that act as SSL servers load the keystores when starting up. When a client connects to an SSL server daemon,
the server transmits the certificate loaded at startup time to the client, which then uses its truststore to validate the

server’s certificate.

For information on setting up SSL/TLS for CDH services, see Configuring TLS/SSL Encryption for CDH Services on page

204.

Data Protection within Hadoop Projects

The table below lists the various encryption capabilities that can be leveraged by CDH components and Cloudera

Manager.
HDFS SASL (RPC), SASL (DataTransferProtocol) Yes
MapReduce SASL (RPC), HTTPS (encrypted shuffle) Yes
YARN SASL (RPC) Yes
Accumulo Partial - Only for RPCs and Web Ul (Not directly | Yes
configurable in Cloudera Manager)
Flume TLS (Avro RPC) Yes
HBase SASL - For web interfaces, inter-component Yes
replication, the HBase shell and the REST, Thrift
1 and Thrift 2 interfaces
HiveServer2 SASL (Thrift), SASL (JDBC), TLS (JDBC, ODBC) | Yes
Hue TLS Yes
Impala TLS or SASL between impalad and clients, but

not between daemons
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Oozie TLS Yes
Pig N/A Yes
Search TLS Yes
Sentry SASL (RPC) Yes
Spark None Yes
Sqoop Partial - Depends on the RDBMS database driver | Yes
in use
Sqoop2 Partial - You can encrypt the JDBC connection |Yes
depending on the RDBMS database driver
ZooKeeper SASL (RPC) No
Cloudera Manager |TLS - Does not include monitoring Yes
Cloudera Navigator |TLS - Also see Cloudera Manager Yes
Backup and Disaster | TLS - Also see Cloudera Manager Yes
Recovery

Encryption Mechanisms Overview

Data at rest and data in transit encryption function at different technology layers of the cluster:

Application

Applied by the HDFS client software, HDFS Transparent Encryption lets you encrypt specific
folders contained in HDFS. To securely store the required encryption keys, Cloudera
recommends using Cloudera Navigator Key Trustee Server in conjunction with HDFS
encryption. See Enabling HDFS Encryption Using Navigator Key Trustee Server on page 247
for details.

Data stored temporarily on the local filesystem outside HDFS by CDH components (including
Impala, MapReduce, YARN, or HBase) can also be encrypted. See Configuring Encryption
for Data Spills on page 351 for details.

Operating System

At the Linux OS filesystem layer, encryption can be applied to an entire volume. For example,
Cloudera Navigator Encrypt can encrypt data inside and outside HDFS, such as temp/spill
files, configuration files, and databases that store metadata associated with a CDH cluster.
Cloudera Navigator Encrypt operates as a Linux kernel module, part of the operating
system. Navigator Encrypt requires a license for Cloudera Navigator and must be configured
to use Navigator Key Trustee Server.

Network

Network communications between client processes and server processes (HTTP, RPC, or
TCP/IP services) can be encrypted using industry-standard TLS/SSL as detailed in Encrypting
Data in Transit on page 191.

Here are some good starting places for more information about encryption for Cloudera clusters:

e Data at rest encryption

— Cloudera Navigator Encrypt

— HDES Transparent Encryption

— How to Configure Encryption for Amazon S3
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e Data in transit encryption

— How to Configure TLS Encryption for Cloudera Manager (a complete step-by-step guide)

Authorization Overview

Authorization is one of the fundamental security requirements of any computing environment. Its goal is to ensure
that only the appropriate people or processes can access, view, use, control, or change specific resources, services, or
data. In any cluster deployed to meet specific workloads using various CDH components (Hive, HDFS, Impala, and so
on), different authorization mechanisms can ensure that only authorized users or processes can access data, systems,
and other resources as needed. Ideally, authorization mechanisms can leverage the authentication mechanisms, so
that when users login to a system—a cluster, for example—they are transparently authorized based on their identity
across the system for the applications, data, and other resources they are authorized to use.

For example, Cloudera CDH clusters can be configured to leverage the user and group accounts that exist in the
organization's Active Directory (or other LDAP-accessible directory) instance.

The various possible configurations and integrations are discussed later in this guide.

Authorization Mechanisms in Hadoop
Hadoop supports several authorization mechanisms, including:

e Traditional POSIX-style permissions on files and directories. Each directory and file has a single owner and group
with basic permissions that can be set to read, write, execute (at the file level). Directories have an additional
permission that enables access to child directories.

e Access Control Lists (ACL) for management of services and resources. For example, Apache HBase uses ACLs to
authorize various operations (READ, WRI TE, CREATE, ADM N) by column, column family, and column family
qualifier. HBase ACLs are granted and revoked to users and groups. Fine-grained permissions can be applied to
HDFS files using HDFS Extended ACLs on page 175 which enable setting different permissions for specific named
users and named groups.

¢ Role-Based Access Control (RBAC) for certain services with advanced access controls to data. Apache Sentry
provides role-based access control for the cluster, including access to Hive, Impala, and Solr services. Cloudera
recommends using the database-backed Sentry Service to configure permissions rather than using policy files.
However, both approaches are supported. SeeAuthorization With Apache Sentry on page 182 for more information.

POSIX Permissions

Most services running on Hadoop clusters, such as the command-line interface (CLI) or client applications that use
Hadoop API, directly access data stored within HDFS. HDFS uses POSIX-style permissions for directories and files; each
directory and file is assigned a single owner and group. Each assignment has a basic set of permissions available; file
permissions are read, write, and execute, and directories have an additional permission to determine access to child
directories.

Ownership and group membership for a given HDFS asset determines a user’s privileges. If a given user fails either of
these criteria, they are denied access. For services that may attempt to access more than one file, such as MapReduce,
Cloudera Search, and others, data access is determined separately for each file access attempt. File permissions in
HDFS are managed by the NameNode.

Access Control Lists

Hadoop also maintains general access controls for the services themselves in addition to the data within each service
and in HDFS. Service access control lists (ACL) are typically defined within the global hadoop-policy.xml file and range
from NameNode access to client-to-DataNode communication. In the context of MapReduce and YARN, user and group
identifiers form the basis for determining permission for job submission or modification.

In addition, with MapReduce and YARN, jobs can be submitted using queues controlled by a scheduler, which is one
of the components comprising the resource management capabilities within the cluster. Administrators define
permissions to individual queues using ACLs. ACLs can also be defined on a job-by-job basis. Like HDFS permissions,



local user accounts and groups must exist on each executing server, otherwise the queues will be unusable except by
superuser accounts.

Apache HBase also uses ACLs for data-level authorization. HBase ACLs authorize various operations (READ, WRITE,
CREATE, ADMIN) by column, column family, and column family qualifier. HBase ACLs are granted and revoked to both
users and groups. Local user accounts are required for proper authorization, similar to HDFS permissions.

Apache ZooKeeper also maintains ACLs to the information stored within the DataNodes of a ZooKeeper data tree.

Role-Based Access Control with Apache Sentry

For fine-grained access to data accessible using schema—that is, data structures described by the Apache Hive Metastore
and used by computing engines like Hive and Impala, as well as collections and indices within Cloudera Search—CDH
supports Apache Sentry, which offers a role-based privilege model for this data and its given schema. Apache Sentry

is a role-based authorization module for Hadoop. Sentry lets you configure explicit privileges for authenticated users

and applications on a Hadoop cluster. Sentry is integrated natively with Apache Hive, Apache Solr, HDFS (for Hive table
data), Hive Metastore/HCatalog, and Impala.

Sentry comprises a pluggable authorization engine for Hadoop components. It lets you define authorization rules to
validate requests for access to resources from users or applications. The authorization holds the rules and privileges,
but it's the engines that apply the rules at runtime.

Architecture Overview

Sentry Components

Data
Engine

Sentry
Plugin

The subsystems nvolved in the authorization process:

e Sentry Server—An RPC server that manages authorization metadata stored in a database. It supports interfaces
to securely retrieve and manipulate the metadata.

e Data Engine

This is a data processing application such as Hive or Impala that needs to authorize access to data or metadata
resources. The data engine loads the Sentry plugin and all client requests for accessing resources are intercepted
and routed to the Sentry plugin for validation.

¢ Sentry Plugin

The Sentry plugin runs in the data engine. It offers interfaces to manipulate authorization metadata stored in the
Sentry Server, and includes the authorization policy engine that evaluates access requests using the authorization
metadata retrieved from the server.

Key Concepts

e Authentication - Verifying credentials to reliably identify a user

e Authorization - Limiting the user’s access to a given resource

e User - Individual identified by underlying authentication system

e Group - A set of users, maintained by the authentication system

e Privilege - An instruction or rule that allows access to an object

* Role - A set of privileges; a template to combine multiple access rules

e Authorization models - Defines the objects to be subject to authorization rules and the granularity of actions
allowed. For example, in the SQL model, the objects can be databases or tables, and the actions are SELECT,
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I NSERT, and CREATE. For the Search model, the objects are indexes, collections and documents; the access
modes are query and update.

User Identity and Group Mapping

Sentry relies on underlying authentication systems such as Kerberos or LDAP to identify the user. It also uses the group
mapping mechanism configured in Hadoop to ensure that Sentry sees the same group mapping as other components
of the Hadoop ecosystem.

Consider users Alice and Bob who belong to an Active Directory (AD) group called f i nance- depar t ment . Bob also
belongs to a group called f i nance- manager s. In Sentry, you first create roles and then grant privileges to these roles.
For example, you can create a role called Analyst and grant SELECT on tables Customer and Sales to this role.

The next step is to join these authentication entities (users and groups) to authorization entities (roles). This can be
done by granting the Analyst role to the f i nance- depar t ment group. Now Bob and Alice who are members of the
finance- depart nment group get SELECT privilege to the Customer and Sales tables.

Role-based access control (RBAC) is a powerful mechanism to manage authorization for a large set of users and data
objects in a typical enterprise. New data objects get added or removed, users join, move, or leave organisations all the
time. RBAC makes managing this a lot easier. Hence, as an extension of the discussed previously, if Carol joins the
Finance Department, all you need to do is add her to the f i nance- depar t ment group in AD. This will give Carol
access to data from the Sales and Customer tables.

Unified Authorization

Another important aspect of Sentry is the unified authorization. The access control rules once defined, work across
multiple data access tools. For example, being granted the Analyst role in the previous example will allow Bob, Alice,
and others in the f i nance- depart nent group to access table data from SQL engines such as Hive and Impala, as
well as using MapReduce, Pig applications or metadata access using HCatalog.

Sentry Integration with the Hadoop Ecosystem

Impala
Catalog

Apache

<olr Admin App

Impala

Sentry Sentry Sentry
Plugin Plugin Plugin

Hive
Server?

Sentry

Plugin Policy Audit e
Metadata Trail

Sentry

Hive Plugin

Metastore

Authentication Group Mapping

Sentry
Plugin

As illustrated above, Apache Sentry works with multiple Hadoop components. At the heart you have the Sentry Server
which stores authorization metadata and provides APIs for tools to retrieve and modify this metadata securely.
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Note that the Sentry Server only facilitates the metadata. The actual authorization decision is made by a policy engine
which runs in data processing applications such as Hive or Impala. Each component loads the Sentry plugin which
includes the service client for dealing with the Sentry service and the policy engine to validate the authorization request.

Hive and Sentry

Consider an example where Hive gets a request to access an object in a certain mode by a client. If Bob submits the
following Hive query:

sel ect * from production. sal es

Hive will identify that user Bob is requesting SELECT access to the Sales table. At this point Hive will ask the Sentry
plugin to validate Bob’s access request. The plugin will retrieve Bob’s privileges related to the Sales table and the policy
engine will determine if the request is valid.

SQL

.

@

~

MR Query

Check

I

|

Hive works with both, the Sentry service and policy files. Cloudera recommends you use the Sentry service which makes
it easier to manage user privileges. For more details and instructions, see Managing the Sentry Service or Sentry Policy
File Authorization.

Impala and Sentry

Authorization processing in Impala is similar to that in Hive. The main difference is caching of privileges. Impala’s
Catalog server manages caching schema metadata and propagating it to all Impala server nodes. This Catalog server
caches Sentry metadata as well. As a result, authorization validation in Impala happens locally and much faster.
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For detailed documentation, see Enabling Sentry Authorization for Impala.

Sentry-HDFS Synchronization

Sentry-HDFS authorization is focused on Hive warehouse data - that is, any data that is part of a table in Hive or Impala.
The real objective of this integration is to expand the same authorization checks to Hive warehouse data being accessed
from any other components such as Pig, MapReduce or Spark. At this point, this feature does not replace HDFS ACLs.
Tables that are not associated with Sentry will retain their old ACLs.
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The mapping of Sentry privileges to HDFS ACL permissions is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.
e ALL privilege -> Read and Write access on the file.

The NameNode loads a Sentry plugin that caches Sentry privileges as well Hive metadata. This helps HDFS to keep file

permissions and Hive tables privileges in sync. The Sentry plugin periodically polls the Sentry and Metastore to keep
the metadata changes in sync.

For example, if Bob runs a Pig job that is reading from the Sales table data files, Pig will try to get the file handle from
HDFS. At that point the Sentry plugin on the NameNode will figure out that the file is part of Hive data and overlay
Sentry privileges on top of the file ACLs. As a result, HDFS will enforce the same privileges for this Pig client that Hive
would apply for a SQL query.



For HDFS-Sentry synchronization to work, you must use the Sentry service, not policy file authorization. See Synchronizing
HDFS ACLs and Sentry Permissions, for more details.

Search and Sentry

Sentry can apply a range of restrictions to various Search tasks, such accessing data or creating collections. These
restrictions are consistently applied, regardless of the way users attempt to complete actions. For example, restricting
access to data in a collection restricts that access whether queries come from the command line, from a browser, or
through the admin console.

With Search, Sentry stores its privilege policies in a policy file (for example, sentry-provider.ini) which is stored in an
HDFS location such as hdf s: // ha-nn-uri/user/sol r/sentry/ sentry-provider.ini.

Sentry with Search does not support multiple policy files for multiple databases. However, you must use a separate
policy file for each Sentry-enabled service. For example, Hive and Search were using policy file authorization, using a
combined Hive and Search policy file would result in an invalid configuration and failed authorization on both services.

E,i Note: While Hive and Impala are compatible with the database-backed Sentry service, Search still
uses Sentry’s policy file authorization. Note that it is possible for a single cluster to use both, the Sentry
service (for Hive and Impala as described above) and Sentry policy files (for Solr).

For detailed documentation, see Configuring Sentry Authorization for Cloudera Search.

Authorization Administration

The Sentry Server supports APIs to securely manipulate roles and privileges. Both Hive and Impala support SQL
statements to manage privileges natively. Sentry assumes that HiveServer2 and Impala run as superusers, usually called
hi ve and i npal a. To initiate top-level permissions for Sentry, an admin must login as a superuser.You can use either
Beeline or the Impala shell to execute the following sample statement:

GRANT ROLE Anal yst TO GROUP fi nance- managers

Using Hue to Manage Sentry Permissions

Hue supports a Security app to manage Sentry authorization. This allows users to explore and change table permissions.
Here is a video blog that demonstrates its functionality.

Integration with Authentication Mechanisms for Identity Management

Like many distributed systems, Hadoop projects and workloads often consist of a collection of processes working in
concert. In some instances, the initial user process conducts authorization throughout the entirety of the workload or
job’s lifecycle. But for processes that spawn additional processes, authorization can pose challenges. In this case, the
spawned processes are set to execute as if they were the authenticated user, that is, setuid, and thus only have the
privileges of that user. The overarching system requires a mapping to the authenticated principal and the user account
must exist on the local host system for the setuid to succeed.

o Important:

¢ Cloudera strongly recommends against using Hadoop's LdapGr oupsMappi ng provider.
LdapG oupsMappi ng should only be used in cases where OS-level integration is not possible.
Production clusters require an identity provider that works well with all applications, not just
Hadoop. Hence, often the preferred mechanism is to use tools such as SSSD, VAS or Centrify to
replicate LDAP groups.

¢ Cloudera does not support the use of Winbind in production environments. Winbind uses an
inefficient approach to user/group mapping, which may lead to low performance or cluster failures
as the size of the cluster, and the number of users and groups increases.

Irrespective of the mechanism used, user/group mappings must be applied consistently across all
cluster hosts for ease with maintenance.


http://gethue.com/apache-sentry-made-easy-with-the-new-hue-security-app/

System and Service Authorization - Several Hadoop services are limited to inter-service interactions and are not
intended for end-user access. These services do support authentication to protect against unauthorized or malicious
users. However, any user or, more typically, another service that has login credentials and can authenticate to the
service is authorized to perform all actions allowed by the target service. Examples include ZooKeeper, which is used
by internal systems such as YARN, Cloudera Search, and HBase, and Flume, which is configured directly by Hadoop
administrators and thus offers no user controls.

The authenticated Kerberos principals for these “system” services are checked each time they access other services
such as HDFS, HBase, and MapReduce, and therefore must be authorized to use those resources. Thus, the fact that
Flume does not have an explicit authorization model does not imply that Flume has unrestricted access to HDFS and
other services; the Flume service principals still must be authorized for specific locations of the HDFS file system.
Hadoop administrators can establish separate system users for a services such as Flume to segment and impose access
rights to only the parts of the file system for a specific Flume application.

Authorization within Hadoop Projects

Project Authorization Capabilities
HDFS File Permissions, Sentry*
MapReduce File Permissions, Sentry*
YARN File Permissions, Sentry*
Accumulo

Flume None

HBase HBase ACLs

HiveServer2 File Permissions, Sentry
Hue Hue authorization mechanisms (assigning permissions to Hue apps)
Impala Sentry

Oozie ACLs

Pig File Permissions, Sentry*
Search File Permissions, Sentry
Sentry N/A

Spark File Permissions, Sentry*
Sqoop N/A

Sqoop2 None

ZooKeeper ACLs

Cloudera Manager Cloudera Manager roles
Cloudera Navigator Cloudera Navigator roles
Backup and Disaster Recovery N/A

* Sentry HDFS plug-in; when enabled, Sentry enforces its own access permissions over files that are part of tables
defined in the Hive Metastore.

Auditing and Data Governance Overview

Organizations of all kinds want to understand where data in their clusters is coming from and how it is used. Cloudera
Navigator Data Management component is a fully integrated data management and security tool for the Hadoop



platform that has been designed to meet compliance, data governance, and auditing needs of global enterprises.
Without Cloudera Navigator, Hadoop clusters rely primarily on log files for auditing. However, log files are not an
enterprise-class real-time auditing or monitoring solution. For example, log files can be corrupted by a system crash
during a write commit.

Cloudera Navigator Data Management

Cloudera Navigator captures a complete and immutable record of all system activity. An audit trail can be used to
determine the particulars—the who, what, where, and when—of a data breach or attempted breach. Auditing can be
used to not only identify a rogue administrator who deleted user data, for example, but can also be used to recover
data from a backup. Enterprises that must prove they are in compliance with HIPAA (Health Insurance Portability and
Accountability Act), PCI (Payment Card Industry Data Security Standard), or other regulations associated with sensitive
or personally identifiable data (Pll) are required to produce auditing records when asked by government or other
officials, such as banking regulators.

Auditing also serves to provide a historical record of data and context for data forensics. Data stewards and curators
can use auditing reports to determine consumption and use patterns across various data sets by different user
communities, for optimizing data access.

This section provides a brief overview of functionality of Cloudera Navigator. For complete details, see Cloudera
Navigator Data Management.

Auditing

While Hadoop has historically lacked centralized cross-component audit capabilities, products such as Cloudera Navigator
add secured, real-time audit components to key data and access frameworks. Using Cloudera Navigator, administrators
can configure, collect, and view audit events, to understand who accessed what data and how.

Cloudera Navigator also lets administrators generate reports that list the HDFS access permissions granted to groups.
Cloudera Navigator tracks access permissions and actual accesses to all entities in HDFS, Hive, HBase, Impala, Sentry,
and Solr, and the Cloudera Navigator Metadata Server itself to help answer questions such as - who has access to which
entities, which entities were accessed by a user, when was an entity accessed and by whom, what entities were accessed
using a service, and which device was used to access. Cloudera Navigator auditing supports tracking access to:

e HDFS entities accessed by HDFS, Hive, HBase, Impala, and Solr services
e HBase and Impala

¢ Hive metadata

e Sentry

e Solr

¢ Cloudera Navigator Metadata Server

Data collected from these services also provides visibility into usage patterns for users, ability to see point-in-time
permissions and how they have changed (leveraging Sentry), and review and verify HDFS permissions. Cloudera
Navigator also provides out-of-the-box integration with leading enterprise metadata, lineage, and SIEM applications.



clouderaw Search Analytics  Policies  Administration  admin

Aud|t Events Save As Report
Audit Events Filters Nov 17 2015 8:32 AM - Nov 17 2015 9:32 AM
Recent Denied Accesses Export 1-50

Timestamp Username IP Address Service Name Operation Resource

Nov 17 2015 9:32 AM admin 172.18.14.216 Navigator savedSearch

Nov 17 2015 9:32 AM admin 1721814216 Navigator authentication

Nov 17 2015 9:32 AM admin 172.28.195.196

Nov 17 2015 9:32 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:32 AM oozie 172.28.193.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:31 AM accumulo 172.28.195.196 HDFS-1 getfileinfo /accumulofrecovery/a7578891-c9a1-4b08-87e2-d6dcc833692a/Minished
Nov 17 2015 9:31 AM admin 172.18.14.216

Nov 17 2015 9:31 AM oozie 172.28. 195196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:30 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulo/recovery/a7 57889f-c9a1-4b0&-57e2-d6dcc833692d/Mnished
Nov 17 2015 9:30 AM oozie 172.28.195.196 HDFS-1 listStatus /user/oozie/share/lib

Nov 17 2015 9:29 AM accumulo 17228192113 HDFS-1 getfileinfo /accumuloftables/+rfroot_tablet/F00000d6. rf_tmp

Nov 17 2015 9:29 AM accumulo 172.28.195.196 HDFS-1 getfileinfo ‘accumulo/recovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:29 AM oozie 172.28.195.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:28 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Minished
Nov 17 2015 9:28 AM oozie 172.28.195.196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:27 AM accumulo 172.28.195.196 HDFS-1 getfileinfo ‘accumulo/recovery/a757889f-c9a1-4b08-87e2-d6dcc833692d/finished
Nov 17 2015 9:27 AM oozie 17228 195196 HDFS-1 listStatus luser/oozie/share/lib

Nov 17 2015 9:26 AM accumulo 172.28.195.196 HDFS-1 getfileinfo faccumulofrecovery/a7578891-c9a1-4b08-87e2-06dcc833692d/Minished
Nov 17 2015 9:26 AM oozie ¥ 17228195196 7 HDFS-17 listStatus v fuser/oozie/share/lib h

Metadata Management

Cloudera Navigator features complete metadata storage and supports data discovery. It consolidates technical metadata
for all cluster data and enables automatic tagging of data based on the external sources entering the cluster. The
consolidated metadata store is searchable through the Cloudera Navigator console, a web-based unified interface.

In addition, Cloudera Navigator supports user-defined metadata that can be applied to files, tables, and individual
columns, to identify data assets for business context. The result is that data stewards can devise appropriate classification
schemes for specific business purposes and data is more easily discovered and located by users.

Furthermore, policies can be used to automatically classify and applying metadata to cluster data based on arrival,
scheduled interval, or other trigger.

Lineage

Cloudera Navigator lineage is a visualization tool for tracing data and its transformations from upstream to downstream
through the cluster. Lineage can show the transforms that produced upstream data sources and the effect the data
has on downstream artifacts, to the column level. Cloudera Navigator tracks lineage of HDFS files, datasets, and
directories, Hive tables and columns, MapReduce and YARN jobs, Hive queries, Impala queries, Pig scripts, Oozie
workflows, Spark jobs, and Sqoop jobs.



Cloudera Security Overview

cloudera na\"ga[or Seach Audls Polies Administraton  admin- @
s Lineage  Schema
salesdata Edit 9
This is the real estate sales history from March i
2014 in New York. Obtained by monthly MLS
feed. ﬁ
Tags: mis E | sales_by_region
realestate .
sales creata tabls sales_by_region as SELECT s_nelghbor,s... (i)
=_neighbor

Source Type: Hive

Type: Table

Parent Path: /default

Path: hdfs://mdonsky- Jesdal
11.ent.cloudera.com:8020/user  ~ el e invalid_salesdata
fhive/warehouse/salesdata s_neighbor == ===~ ="~
s srary: s_price
SerDe Library: org.apache.hadoop hive.serde a_prico create table invalld_salesdata as SELECT s _price FRO...
2 lazy LazySimpleSerDe

Input Format:  org.apache.hadoop.mapred.Te
xtinputFormat

Output Format: org.apache.hadoop hive.ql.io H salesdata
ivelgnoreKeyTextOutputFormat
Owner: training count_by_regian Tags:
Created: Jan 7 2015 10:39 AM m Srebeiedny realestate sales mis
o HIVE-1 —___—‘“-»a_nmgnw .
create table count by region as SELEGT s_nelghbor,co... Source Type:  HIVE
Type: Table
Parent Path: /default

month: March
retain_until: 2018-03-31 Owner: training
source: mis Created: Jan 7 2015 10:39 AM
Source: HIVE-1
View in Hue =

Integration within the Enterprise

Monitoring and reporting are only part a subset of enterprise auditing infrastructure capabilities. Enterprise policies
may mandate that audit data route be able to integrate with existing enterprise SIEM (security information and event
management) applications and other tools. Toward that end, Cloudera Navigator can deliver or export audit data
through several mechanisms:

e Using sysl og as a mediator between raw-event stream generated by Hadoop cluster and the SIEM tools.

e Using a REST API for custom enterprise tools.

e Exporting data to CSV or other text file.

Auditing and Components

The table below details auditing capabilities of Cloudera Manager and CDH components.

HDFS Events captured by Cloudera Navigator (including security events)
MapReduce Inferred through HDFS

YARN Inferred through HDFS

Accumulo Log Files - Partial inclusion of security events; does not include non-bulk writes
Flume Log Files

HBase Audit events captured by Cloudera Navigator (including security events)
HiveServer2 Audit events captured by Cloudera Navigator

Hue Inferred through underlying components

Impala Audit events captured by Cloudera Navigator

Kafka Log Files

Oozie Log Files
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Pig Inferred through HDFS

Search Log Files

Sentry Audit events captured by Cloudera Navigator

Spark Inferred through HDFS

Sqoop Log Files

Sqoop2 Log Files (including security events)

ZooKeeper Log Files

Cloudera Manager Audit events captured by Cloudera Navigator (partial capture of security events)
Cloudera Navigator Audit events captured by Cloudera Navigator itself

Backup and Disaster Recovery None

Security Events
Security events include a machine readable log of the following activities:

e User data read

e User data written

e Permission changes

e Configuration changes

e Login attempts

e Escalation of privileges

e Session Tracking

¢ Key Operations (Key Trustee)
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Authentication

Authentication is a process that requires users and services to prove their identity when trying to access a system
resource. Organizations typically manage user identity and authentication through various time-tested technologies,
including Lightweight Directory Access Protocol (LDAP) for identity, directory, and other services, such as group
management, and Kerberos for authentication.

Cloudera clusters support integration with both of these technologies. For example, organizations with existing LDAP
directory services such as Active Directory (included in Microsoft Windows Server as part of its suite of Active Directory
Services) can leverage the organization's existing user accounts and group listings instead of creating new accounts
throughout the cluster. Using an external system such as Active Directory or OpenLDAP is required to support the user
role authorization mechanism implemented in Cloudera Navigator.

For authentication, Cloudera supports integration with MIT Kerberos and with Active Directory. Microsoft Active
Directory supports Kerberos for authentication in addition to its identity management and directory functionality, that
is, LDAP.

Kerberos provides strong authentication, strong meaning that cryptographic mechanisms—rather than passwords
alone—are used in the exchange between requesting process and service during the authentication process.

These systems are not mutually exclusive. For example, Microsoft Active Directory is an LDAP directory service that
also provides Kerberos authentication services, and Kerberos credentials can be stored and managed in an LDAP
directory service. Cloudera Manager Server, CDH nodes, and Cloudera Enterprise components, such as Cloudera
Navigator, Apache Hive, Hue, and Impala, can all make use of Kerberos authentication.

E,i Note: Cloudera does not provide a Kerberos implementation but rather can use MIT Kerberos or
Microsoft Server Active Directory service and its KDC for authentication.

Configuring the cluster to use Kerberos requires having administrator privileges—and access to—the Kerberos server
Key Distribution Center (KDC). The process may require debugging issues between the Cloudera Manager cluster and
the KDC.

E,’ Note: Integrating clusters to use Microsoft Active Directory as a KDC requires the Windows registry

setting for Al | owTgt Sessi onKey to be disabled (set to 0). If this registry key has already been
enabled, users and credentials are not created—despite the "Successful" message at the end of the
configuration/integration process. Before configuring Active Directory for use as KDC, check the value
of Al | owTgt Sessi onKey on the Active Directory instance and reset to 0 if necessary. See Registry
Key to Allow Session Keys to Be Sent in Kerberos Ticket-Granting-Ticket at Microsoft for details.

On each host operating system underlying each node in a cluster, local Linux user : gr oup accounts are created during
installation of Cloudera Server and CDH services. To apply per-node authentication and authorization mechanism
consistently across all the nodes of a cluster, local user : gr oup accounts are mapped to user accounts and groups in
an LDAP-compliant directory service, such as Active Directory or OpenLDAP. See Configuring LDAP Group Mappings
on page 179 for details.

To facilitate the authentication process from each host system (node in the cluster) to the LDAP directory, Cloudera
recommends using additional software mechanisms such as SSSD (Systems Security Services Daemon) or Centrify
Server Suite. See the Centrify guide |dentity and Access management for Cloudera for details.

Kerberos Security Artifacts Overview

Cloudera recommends using Kerberos for authentication because native Hadoop authentication alone checks only for
valid user : gr oup membership in the context of HDFS, but does not authenticate users or services across all network
resources, as does Kerberos. Unlike other mechanisms that may be far easier to deploy (see Kerberos Deployment



https://support.microsoft.com/en-us/help/308339/registry-key-to-allow-session-keys-to-be-sent-in-kerberos-ticket-grant
https://support.microsoft.com/en-us/help/308339/registry-key-to-allow-session-keys-to-be-sent-in-kerberos-ticket-grant
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Deployment_Guide/SSSD-Introduction.html
https://docs.centrify.com/en/css/suite2017/centrify-cloudera-guide.pdf

Models on page 17 for details), the Kerberos protocol authenticates a requesting user or service for a specific period
of time only, and each service that the user may want to use requires the appropriate Kerberos artifact in the context
of the protocol. This section describes how Cloudera clusters use some of these artifacts, such as Kerberos principals
and keytabs for user authentication, and how delegation tokens are used by the system to authenticate jobs on behalf
of authenticated users at runtime.

Kerberos Principals

Each user and service that needs to authenticate to Kerberos needs a principal, an entity that uniquely identifies the
user or service in the context of possibly multiple Kerberos servers and related subsystems. A principal includes up to
three pieces of identifying information, starting with the user or service name (called a primary). Typically, the primary
portion of the principal consists of the user account name from the operating system, such as j car | os for the user's
Unix account or hdf s for the Linux account associated with the service daemon on the host underlying cluster node.

Principals for users typically consist solely of the primary and the Kerberos realm name. The realm is a logical grouping
of principals tied to the same Key Distribution Center (KDC) which is configured with many of the same properties,
such as supported encryption algorithms. Large organizations may use realms as means of delegating administration
to various groups or teams for specific sets of users or functions and distributing the authentication-processing tasks
across multiple servers.

Standard practice is to use your organization's domain name as the Kerberos realm name (in all uppercase characters)
to easily distinguish it as part of a Kerberos principal, as shown in this user principal pattern:

user nane @GREALM EXAMPLE. COM

The combination of the primary and the realm name can distinguish one user from another. For example,
j car | os @OVE- REALM EXAMPLE. COMand j car | os GANOTHER- REALM EXAMPLE. COMmay be unique individuals
within the same organization.

For service role instance identities, the primary is the Unix account name used by Hadoop daemons (hdf s, mapr ed,
and so on) followed by an instance name that identifies the specific host on which the service runs. For example,

hdf s/ host nane. f qdn. exanpl e. com@OMVE- REALM EXAMPLE. COMis an example of the principal for an HDFS
service instance. The forward slash (/) separates the primary and the instance names using this basic pattern:

servi ce- nane/ host nane. f gdn. exanpl e. com@EALM EXAVPLE. COM

The HTTP principal needed for Hadoop web service interfaces does not have a Unix local account for its primary but
rather is HTTP.

An instance name can also identify users with special roles, such as administrators. For example, the principal
j car | os @OVE- REALM COMand the principal j car | os/ adm n@OVE- REALM COMeach have their own passwords
and privileges, and they may or may not be the same individual.

For example, the principal for the HDFS service role instance running on a cluster in an organization with realms for
each geographical location might be as follows:

hdf s/ host name. f gdn. exanpl e. com@AKLAND. EXAMPLE. COM

Generally, the service name is the Unix account name used by the given service role instance, such as hdf s or mapr ed,
as shown above. The HTTP principal for securing web authentication to Hadoop service web interfaces has no Unix
account, so the primary for the principal is HTTP.

Kerberos Keytabs

A keytab is a file that contains the principal and the encrypted key for the principal. A keytab file for a Hadoop daemon
is unique to each host since the principal names include the hostname. This file is used to authenticate a principal on
a host to Kerberos without human interaction or storing a password in a plain text file. Because having access to the
keytab file for a principal allows one to act as that principal, access to the keytab files should be tightly secured.



They should be readable by a minimal set of users, should be stored on local disk, and should not be included in host
backups, unless access to those backups is as secure as access to the local host.

Delegation Tokens

Users in a Hadoop cluster authenticate themselves to the NameNode using their Kerberos credentials. However, once
the user is authenticated, each job subsequently submitted must also be checked to ensure it comes from an
authenticated user. Since there could be a time gap between a job being submitted and the job being executed, during
which the user could have logged off, user credentials are passed to the NameNode using delegation tokens that can
be used for authentication in the future.

Delegation tokens are a secret key shared with the NameNode, that can be used to impersonate a user to get a job
executed. While these tokens can be renewed, new tokens can only be obtained by clients authenticating to the
NameNode using Kerberos credentials. By default, delegation tokens are only valid for a day. However, since jobs can
last longer than a day, each token specifies a NodeManager as a renewer which is allowed to renew the delegation
token once a day, until the job completes, or for a maximum period of 7 days. When the job is complete, the
NodeManager requests the NameNode to cancel the delegation token.

Token Format

The NameNode uses a random mast er Key to generate delegation tokens. All active tokens are stored in memory with
their expiry date (maxDat e). Delegation tokens can either expire when the current time exceeds the expiry date, or,
they can be canceled by the owner of the token. Expired or canceled tokens are then deleted from memory. The
sequenceNunber serves as a unique ID for the tokens. The following section describes how the Delegation Token is
used for authentication.

Tokenl D = {owner|I D, renewerl D, issueDate, nmaxDate, sequenceNumnber}
TokenAut henti cat or = HVAC- SHA1( mast er Key, Tokenl D)
Del egati on Token = {Tokenl D, TokenAut henti cator}

Authentication Process

To begin the authentication process, the client first sends the TokenID to the NameNode. The NameNode uses this
TokenID and the mast er Key to once again generate the corresponding TokenAuthenticator, and consequently, the
Delegation Token. If the NameNode finds that the token already exists in memory, and that the current time is less
than the expiry date (maxDat e) of the token, then the token is considered valid. If valid, the client and the NameNode
will then authenticate each other by using the TokenAuthenticator that they possess as the secret key, and MD5 as
the protocol. Since the client and NameNode do not actually exchange TokenAuthenticators during the process, even
if authentication fails, the tokens are not compromised.

Token Renewal

Delegation tokens must be renewed periodically by the designated renewer (r enewer | D). For example, if a
NodeManager is the designated renewer, the NodeManager will first authenticate itself to the NameNode. It will then
send the token to be authenticated to the NameNode. The NameNode verifies the following information before
renewing the token:

e The NodeManager requesting renewal is the same as the one identified in the token by r enewer | D.

¢ The TokenAuthenticator generated by the NameNode using the Tokenl Dand the nast er Key matches the one
previously stored by the NameNode.

e The current time must be less than the time specified by naxDat e.

If the token renewal request is successful, the NameNode sets the new expiry date tomi n(current tine+renew
peri od, maxDat e) . The tokens are persisted into NameNode metadata (FSI mage and edit logs). If the NameNode
was restarted at any time, it will have lost all previous tokens from memory. In this case, the token will be loaded into
memory again from the NameNode metadata. Token renewals and cancellation persist, so NameNode restart does
not impact the lifetime of the tokens.



A designated renewer can renew tokens as long as the token is not expired. The designated renewer can also cancel
tokens. Shortly (by default, one hour) after the token is expired, or immediately after it is canceled, it is removed from
the NameNode. Afterward, the NameNode cannot distinguish between a token that was canceled, or has expired.

Configuring Authentication in Cloudera Manager

Cloudera clusters can be configured to use Kerberos for authentication using a manual configuration process or by
using the configuration wizard available from the Cloudera Manager Admin Console. Cloudera recommends using the
wizard because it automates many of the configuration and deployment tasks. In addition, enabling Kerberos the
cluster using the wizard also enables Kerberos authentication for all CDH components set up on the cluster, so you do
not need to enable authentication for CDH as detailed in the Configuring Authentication in CDH Using the Command
Line section.

Important: Cloudera recommends configuring clusters to use Kerberos authentication after the
Cloudera Manager Server has been configured for TLS/SSL. See How to Configure TLS Encryption for
Cloudera Manager for details.

Cloudera Manager Kerberos Wizard Overview

The Cloudera Manager Kerberos wizard starts by verifying various details of the Kerberos instance that will be used
for the cluster. Before using the wizard, be sure to gather all the details about the Kerberos service or engage the
Kerberos administrator's help during this process. The details of the Kerberos instance are many and you will need to
enter them in the wizard's pages.

The wizard requires a working KDC, either an MIT KDC or an Active Directory KDC. For configuration ease, the KDC
should be set up and working prior to starting the wizard. Administrator-level privileges to the Kerberos instance are
required to complete the prompts of the wizard, so obtain help from the Kerberos administrator if you do not have
privileges.

Given the information provided to the wizard entry screens, the configuration wizard does the following:

e Configures the necessary properties in all configuration files—core-si te. xm , hdf s-site. xn,
mapr ed-site. xnl ,andt askcontrol | er. cf g—to identify Kerberos as the authentication mechanism for the
cluster

* Configures the necessary properties in the oozi e- si t e. xm and hue. i ni files for Oozie and Hue for Kerberos
authentication

¢ Creates principal and keytab files for core system users, such as hdf s and mapr ed, and for CDH services
e Distributes the keytab files to each host in the cluster

e Creates keytab files for oozi e and hue users and deploys to the appropriate hosts that support these client-focused
services

¢ Distributes a configured kr b5. conf to all nodes in the cluster
e Stops all services

e Deploys client configurations

e Restarts all services throughout the cluster

Keytab file for... Principals
hdf s hdf s, host
mapr ed mapr ed, host
oozi e oozi e, HTTP
hue hue

The host principal is the same in both hdf s and napr ed keytab files.



After making the configuration changes and deploying the keytabs, and configuration files to the appropriate nodes
in the cluster, Cloudera Manager starts all services to stand up the cluster.

¢ To use the Kerberos configuration wizard, see Enabling Kerberos Authentication Using the Wizard on page 51.

¢ To configure Kerberos authentication manually, see the Security How-To Guides on page 365.

Cloudera Manager User Accounts
Minimum Required Role: User Administrator (also provided by Full Administrator)

Access to Cloudera Manager features is controlled by user accounts. A user account identifies how a user is authenticated
and determines what privileges are granted to the user.

When you are logged in to the Cloudera Manager Admin Console, the username you are logged in as is located at the
far right of the top navigation bar—for example, if you are logged in as admin you will see m

A user with the User Administrator or Full Administrator role manages user accounts through the Administration >
Users page. View active user sessions on the User Sessions tab.

User Authentication

Cloudera Manager provides several mechanisms for authenticating users. You can configure Cloudera Manager to
authenticate users against the Cloudera Manager database or against an external authentication service. The external
authentication service can be an LDAP server (Active Directory or an OpenLDAP compatible directory), or you can
specify another external service. Cloudera Manager also supports using the Security Assertion Markup Language (SAML)
to enable single sign-on.

If you are using LDAP or another external service, you can configure Cloudera Manager so that it can use both methods
of authentication (internal database and external service), and you can determine the order in which it performs these
searches. If you select an external authentication mechanism, Full Administrator users can always authenticate against
the Cloudera Manager database. This prevents locking everyone out if the authentication settings are misconfigured,
such as with a bad LDAP URL.

With external authentication, you can restrict login access to members of specific groups, and can specify groups whose
members are automatically given Full Administrator access to Cloudera Manager.

Users accounts in the Cloudera Manager database page show Cloudera Manager in the User Type column. User
accounts in an LDAP directory or other external authentication mechanism show External in the User Type column.

User Roles

User accounts include the user's role, which determines the Cloudera Manager features visible to the user and the
actions the user can perform. All tasks in the Cloudera Manager documentation indicate which role is required to
perform the task. For more information about user roles, see Cloudera Manager User Roles on page 172.

Determining the Role of the Currently Logged in User

1. Click the logged-in username at the far right of the top navigation bar.
2. Select My Profile. The role displays. For example:



. My Profile

Username admin

Roles  Full Administrator

Previous Successful Sep 30, 2017 6:12:47 AM PD

Login

Changing the Logged-In Internal User Password

1. Click the logged-in username at the far right of the top navigation bar and select Change Password.
2. Enter the current password and a new password twice, and then click OK.

Adding an Internal User Account

1. Select Administration > Users.

. Click the Add User button.

. Enter a username and password.

. In the Role drop-down menu, select a role for the new user.
. Click Add.

v b WN

Assigning User Roles

1. Select Administration > Users.

. Check the checkbox next to one or more usernames.
. Select Actions for Selected > Assign User Roles.

. In the drop-down menu, select the role.

. Click the Assign Role button.
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Changing an Internal User Account Password

1. Select Administration > Users.

2. Click the Change Password button next to a username with User Type Cloudera Manager.
3. Type the new password and repeat it to confirm.

4. Click the Update button to make the change.

Deleting Internal User Accounts

1. Select Administration > Users.

2. Check the checkbox next to one or more usernames with User Type Cloudera Manager.
3. Select Actions for Selected > Delete.

4. Click the OK button. (There is no confirmation of the action.)

Viewing User Sessions

1. Select Administration > Users.
2. Click the tab User Sessions.



Configuring External Authentication for Cloudera Manager

Required Role: Full Administrator

Important: This feature requires a Cloudera Enterprise license. It is not available in Cloudera Express.
See Managing Licenses for more information.

Cloudera Manager supports user authentication against an internal database and against an external service. The
following sections describe how to configure the supported external services.

Configuring Authentication Using Active Directory

1. Log in to Cloudera Manager Admin Console.

2. Select Administration > Settings.

3. Select External Authentication for the Category filter to display the settings.

4. For Authentication Backend Order, select the order in which Cloudera Manager should look up authentication
credentials for login attempts.

. For External Authentication Type, select Active Directory.

. In the LDAP URL property, provide the URL of the Active Directory server.

7. In the Active Directory Domain property, provide the domain to authenticate against.

o

LDAP URL and Active Directory are the only settings required to allow anyone in Active Directory to log in to
Cloudera Manager.

For example, if you set LDAP URLto | dap:// adserver. exanpl e. comand the Active Directory Domain to
ADREALM EXAMPLE. COM users can log into Cloudera Manager using just their username, such as sanpl euser.
They no longer require the complete string: sanpl euser GADREALM EXAMPLE. COM

8. Inthe LDAP User Groups property, optionally provide a comma-separated list of case-sensitive LDAP group names.
If this list is provided, only users who are members of one or more of the groups in the list will be allowed to log
into Cloudera Manager. If this property is left empty, all authenticated LDAP users will be able to log into Cloudera
Manager. For example, if there is a group called CN=Cl ouder aManager User s, OU=Gr oups, DC=cor p, DC=com
add the group name d ouder aManager User s to the LDAP User Groups list to allow members of that group to
log in to Cloudera Manager.

9. To automatically assign a role to users when they log in, provide a comma-separated list of LDAP group names in
the following properties:

e LDAP Full Administrator Groups

e LDAP User Administrator Groups

e LDAP Cluster Administrator Groups
e LDAP BDR Administrator Groups

e LDAP Configurator Groups

e LDAP Key Administrator Groups

¢ LDAP Navigator Administrator Groups
e LDAP Operator Groups

e LDAP Limited Operator Groups

e LDAP Auditor Groups

e LDAP Dashboard Groups

If you specify groups in these properties, users must also be a member of at least one of the groups specified in
the LDAP User Groups property or they will not be allowed to log in. If these properties are left empty, users will
be assigned to the Read-Only role and any other role assignment must be performed manually by an Administrator.

E,’ Note: Users added to LDAP groups are not automatically assigned user roles from the internal
Cloudera Manager database so they are granted Read-Only access.



10 Restart the Cloudera Manager Server.

Configuring Authentication Using an LDAP-compliant Identity Service

An LDAP-compliant identity/directory service, such as OpenLDAP, provides different options for enabling Cloudera
Manager to look-up user accounts and groups in the directory:
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Use a single Distinguished Name (DN) as a base and provide a pattern (Distinguished Name Pattern) for matching
user names in the directory, or

Search filter options let you search for a particular user based on somewhat broader search criteria — for example
Cloudera Manager users could be members of different groups or organizational units (OUs), so a single pattern
does not find all those users. Search filter options also let you find all the groups to which a user belongs, to help
determine if that user should have login or admin access.

. Login to Cloudera Manager Admin Console.

. Select Administration > Settings.

. Select External Authentication for the Category filter to display the settings.

. For Authentication Backend Order, select the order in which Cloudera Manager should look up authentication

credentials for login attempts.

. For External Authentication Type, select LDAP.
. In the LDAP URL property, provide the URL of the LDAP server and (optionally) the base Distinguished Name (DN)

(the search base) as part of the URL — for example | dap: / /| dap- server. cor p. conl dc=cor p, dc=com

. If your server does not allow anonymous binding, provide the user DN and password to be used to bind to the

directory. These are the LDAP Bind User Distinguished Name and LDAP Bind Password properties. By default,
Cloudera Manager assumes anonymous binding.

. Use one of the following methods to search for users and groups:

¢ You can search using User or Group search filters, using the LDAP User Search Base, LDAP User Search Filter,
LDAP Group Search Base and LDAP Group Search Filter settings. These allow you to combine a base DN with
a search filter to allow a greater range of search targets.

For example, if you want to authenticate users who may be in one of multiple OUs, the search filter mechanism
will allow this. You can specify the User Search Base DN as dc=cor p, dc=comand the user search filter as
ui d={ 0} . Then Cloudera Manager will search for the user anywhere in the tree starting from the Base DN.
Suppose you have two OUs—ou=Engi neer i ng and ou=Qper at i ons —Cloudera Manager will find User
"foo" if it exists in either of these OUs, that is, ui d=f oo, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f 0o, ou=Oper ati ons, dc=cor p, dc=com

You can use a user search filter along with a DN pattern, so that the search filter provides a fallback if the DN
pattern search fails.

The Groups filters let you search to determine if a DN or username is a member of a target group. In this
case, the filter you provide can be something like merber ={ 0} where { 0} will be replaced with the DN of
the user you are authenticating. For a filter requiring the username, { 1} may be used, as nenber Ui d={ 1} .
This will return a list of groups the user belongs to, which will be compared to the list in the group properties
discussed in step 8 of Configuring Authentication Using Active Directory on page 46.

OR

¢ Alternatively, specify a single base Distinguished Name (DN) and then provide a "Distinguished Name Pattern"
in the LDAP Distinguished Name Pattern property.

Use { 0} in the pattern to indicate where the username should go. For example, to search for a distinguished
name where the ui d attribute is the username, you might provide a pattern similar to

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com Cloudera Manager substitutes the name provided at login into
this pattern and performs a search for that specific user. So if a user provides the username "foo" at the
Cloudera Manager login page, Cloudera Manager will search for the DN

ui d=f 0o, ou=Peopl e, dc=cor p, dc=com



If you provided a base DN along with the URL, the pattern only needs to specify the rest of the DN pattern.
For example, if the URL you provide is | dap: // | dap- server. corp. com dc=cor p, dc=com and the
pattern is ui d={ 0}, ou=Peopl e, then the search DN will be ui d=f oo, ou=Peopl e, dc=cor p, dc=com

9. Restart the Cloudera Manager Server.

Configuring Cloudera Manager to Use LDAPS

If the LDAP server certificate has been signed by a trusted Certificate Authority, steps 1 and 2 below may not be
necessary.

1. Copy the CA certificate file to the Cloudera Manager Server host.

2. Import the CA certificate(s) from the CA certificate file to the local truststore. The default truststore is located in
the $JAVA HOWE/ jre/lib/security/ cacerts file. This contains the default CA information shipped with the
JDK. Create an alternate default file called j ssecacer t s in the same location as the cacert s file. You can now
safely append CA certificates for any private or public CAs not present in the default cacer t s file, while keeping
the original file intact.

For our example, we will follow this recommendation by copying the default cacert s file into the new
j ssecacert s file, and then importing the CA certificate to this alternate truststore.

cp $JAVA HOWE jrel/lib/security/cacerts $JAVA HOVE/ jre/lib/security/]jssecacerts

$ /usr/javall atest/bin/keytool -inmport -alias nt_domain_name
-keystore /usr/javallatest/jre/lib/security/jssecacerts -file path_to_CA cert

E,i Note: The default password for the cacert s store is changei t . The - al i as does not always
need to be the domain name.

Alternatively, you can use the Java options: j avax. net. ssl . t rust St or e and
j avax. net.ssl.trust St or ePasswor d. Openthe/ et c/ def aul t/ cl ouder a- scm ser ver file and add the
following options:

export CMF_JAVA OPTS="- Xmx2G - XX: MaxPer nSi ze=256m - XX: +HeapDunmpOnQut Of Menor yEr r or
- XX: HeapbDunpPat h=/t np

-Djavax. net.ssl.trustStore=/usr/javal/default/jre/lib/security/jssecacerts

- D avax. net. ssl . trust St or ePasswor d=changei t"

3. Configure the LDAP URL property to use | daps: / /| dap_server instead of | dap://| dap_server.
4. Restart the Cloudera Manager Server.

Configuring Authentication Using an External Program

Cloudera Manager can use a custom external authentication program,. Typically, this may be a custom script that
interacts with a custom authentication service. Cloudera Manager will call the external program with the username
as the first command line argument. The password is passed over st di n. Cloudera Manager assumes the program
will return the following exit codes identifying the user role for a successful authentication:

¢ 0-Read-Only

e 1 - Full Administrator

e 2 - Limited Operator

e 3 - Operator

e 4 - Configurator

e 5- Cluster Administrator

* 6 - BDR Administrator

e 7 - Navigator Administrator
e 8- User Administrator



e 9 - Auditor
¢ 10 - Key Administrator
e 11 - Dashboard

and a negative value is returned for a failure to authenticate.
To configure authentication using an external program:

. Log in to Cloudera Manager Admin Console.

. Select Administration > Settings.

. Select External Authentication for the Category filter to display the settings.

. For External Authentication Type, select External Program.

. Provide a path to the external program in the External Authentication Program Path property.
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Configuring Authentication Using SAML

Cloudera Manager supports the Security Assertion Markup Language (SAML), an XML-based open standard data format
for exchanging authentication and authorization data between parties, in particular, between an identity provider
(IDP) and a service provider (SP). The SAML specification defines three roles: the principal (typically a user), the IDP,
and the SP. In the use case addressed by SAML, the principal (user agent) requests a service from the service provider.
The service provider requests and obtains an identity assertion from the IDP. On the basis of this assertion, the SP can
make an access control decision—in other words it can decide whether to perform some service for the connected
principal.

The primary SAML use case is called web browser single sign-on (SSO). A user wielding a user agent (usually a web
browser) requests a web resource protected by a SAML SP. The SP, wanting to know the identity of the requesting
user, issues an authentication request to a SAML IDP through the user agent. In the context of this terminology, Cloudera
Manager operates as a SP. This topic discusses the Cloudera Manager part of the configuration process; it assumes
that you are familiar with SAML and SAML configuration in a general sense, and that you have a functioning IDP already
deployed.

E’; Note:

¢ Cloudera Manager supports both SP- and IDP-initiated SSO.

e The logout action in Cloudera Manager will send a single-logout request to the IDP.

e SAML authentication has been tested with specific configurations of SiteMinder and Shibboleth.
While SAML is a standard, there is a great deal of variability in configuration between different
IDP products, so it is possible that other IDP implementations, or other configurations of SiteMinder
and Shibboleth, may not interoperate with Cloudera Manager.

¢ To bypass SSO if SAML configuration is incorrect or not working, you can login using a Cloudera
Manager local account using the URL: ht t p: // cm_host: 7180/ cnf /| ocal Logi n

Setting up Cloudera Manager to use SAML requires the following steps.
Preparing Files
You will need to prepare the following files and information, and provide these to Cloudera Manager:
e AlJavakeystore containing a private key for Cloudera Manager to use to sign/encrypt SAML messages. For guidance

on creating Java keystores, see Understanding Keystores and Truststores on page 193.

¢ The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile. For example, if you are using
the Shibboleth IdP, the metadata file is available at: ht t ps: / / <I dPHOST>: 8080/ i dp/ shi bbol et h.

E,i Note: For guidance on how to obtain the metadata XML file from your IDP, either contact your
IDP administrator or consult the documentation for the version of the IDP you are using.

¢ The entity ID that should be used to identify the Cloudera Manager instance



e How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

e The method by which the Cloudera Manager role will be established:
— From an attribute in the authentication response:

— What identifier will be used for the attribute
— What values will be passed to indicate each role

— From an external script that will be called for each use:

— The script takes user ID as $1
— The script sets an exit code to reflect successful authentication of the assigned role:

— 0 - Full Administrator

— 1-Read-Only

— 2 - Limited Operator

— 3 - Operator

— 4 - Configurator

— 5 - Cluster Administrator
— 6-BDR Administrator

— 7 - Navigator Administrator
— 8- User Administrator

— 9- Auditor

— 10 - Key Administrator

— 11 - Dashboard

and a negative value is returned for a failure to authenticate.

Configuring Cloudera Manager

1. Log in to Cloudera Manager Admin Console.
. Select Administration > Settings.
. Select External Authentication for the Category filter to display the settings.

. Set the External Authentication Type property to SAML (the Authentication Backend Order property is ignored
for SAML).

. Set the Path to SAML IDP Metadata File property to point to the IDP metadata file.
. Set the Path to SAML Keystore File property to point to the Java keystore prepared earlier.
. In the SAML Keystore Password property, set the keystore password.

. In the Alias of SAML Sign/Encrypt Private Key property, set the alias used to identify the private key for Cloudera
Manager to use.

9. In the SAML Sign/Encrypt Private Key Password property, set the private key password.
10 Set the SAML Entity ID property if:
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e There is more than one Cloudera Manager instance being used with the same IDP (each instance needs a
different entity ID).

e Entity IDs are assigned by organizational policy.

11. In the Source of User ID in SAML Response property, set whether the user ID will be obtained from an attribute
or the NamelD.

If an attribute will be used, set the attribute name in the SAML attribute identifier for user ID property. The
default value is the normal OID used for user IDs and so may not need to be changed.

12 In the SAML Role assignment mechanism property, set whether the role assignment will be done from an attribute
or an external script.



¢ |[f an attribute will be used:

— In the SAML attribute identifier for user role property, set the attribute name if necessary. The default
value is the normal OID used for OrganizationalUnits and so may not need to be changed.

— In the SAML Attribute Values for Roles property, set which attribute values will be used to indicate the
user role.

e If an external script will be used, set the path to that script in the Path to SAML Role Assignment Script
property. Make sure that the script is executable (an executable binary is fine - it doesn’t need to be a shell
script).

1 Save the changes. Cloudera Manager will run a set of validations that ensure it can find the metadata XML and
the keystore, and that the passwords are correct. If you see a validation error, correct the problem before
proceeding.

1 Restart the Cloudera Manager Server.

Configuring the IDP

After the Cloudera Manager Server is restarted, it will attempt to redirect to the IDP login page instead of showing the
normal CM page. This may or may not succeed, depending on how the IDP is configured. In either case, the IDP will
need to be configured to recognize CM before authentication will actually succeed. The details of this process are
specific to each IDP implementation - refer to your IDP documentation for details. If you are using the Shibboleth IdP,
information on configuring the IdP to communicate with a Service Provider is available here.

1. Download the Cloudera Manager’s SAML metadata XML file from ht t p: / / host name: 7180/ sam / net adat a.

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the Entity Base
URL in the CM configuration to the right value, and then re-download the file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided to Cloudera Manager earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Manager
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Verifying Authentication and Authorization

1. Return to the Cloudera Manager Admin Console and refresh the login page.

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home > Status tab.

3. If authentication fails, you will see an IDP provided error message. Cloudera Manager is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Manager, they will be taken to an error
page by Cloudera Manager that explains the situation. If an user who should be authorized sees this error, then
you will need to verify their role configuration, and ensure that it is being properly communicated to Cloudera
Manager, whether by attribute or external script. The Cloudera Manager log will provide details on failures to
establish a user’s role. If any errors occur during role mapping, Cloudera Manager will assume the user is
unauthorized.

Enabling Kerberos Authentication Using the Wizard
Required Role: Cluster Administrator or Full Administrator

Cloudera Manager provides a wizard for integrating your organization's Kerberos instance with your cluster to provide
authentication services.

Kerberos must already be deployed in your organization and the Kerberos key distribution center (KDC) must be ready
to use, with a realm established. For Hue and Oozie, the Kerberos realm must support renewable tickets.


https://wiki.shibboleth.net/confluence/display/SHIB2/IdPConfiguration

Important: Before integrating Kerberos with your cluster, configure TLS/SSL encryption between
Cloudera Manager Server and all Cloudera Manager Agent host systems in the cluster. During the
Kerberos integration process, Cloudera Manager Server sends keytab files to the Cloudera Manager
Agent hosts, and TLS/SSL encrypts the network communication so these files are protected. See
Configuring TLS Encryption for Cloudera Manager on page 195 for details.

Cloudera Manager clusters can be integrated with MIT Kerberos or with Microsoft Active Directory:

e See MIT Kerberos home and MIT Kerberos 5 Release 1.8.6 documentation for more information about MIT
Kerberos.

¢ See Using a Centralized Active Directory Service on page 20 and Microsoft Active Directory documentation for
more information about using Active Directory as a KDC.

For Active Directory, you must have administrative privileges to the Active Directory instance for initial setup and for
on-going management, or you will need to have the help of your AD administrator prior to and during the integration
process. For example, administrative access is needed to access the Active Directory KDC, create principals, and
troubleshoot Kerberos TGT/TGS-ticket-renewal and take care of any other issues that may arise.

Kerberos client OS-specific packages must be installed on all cluster hosts and client hosts that will authenticate using
Kerberos.

(o} Packages Required
RHEL 7 Compatible, RHEL6 | ¢ openl dap- cl i ent s on the Cloudera Manager Server host
Compatible, RHEL 5 e krb5-workstation,krb5-1ibs onALL hosts
Compatible
SLES e openl dap2- cl i ent on the Cloudera Manager Server host
e krb5-client onALLhosts
Ubuntu or Debian e | dap-utils onthe Cloudera Manager Server host
e krb5-user onALL hosts
Windows e krb5-workstation,krb5-1ibs onALL hosts

See Before you Begin Using the Wizard on page 56 for more information.

Cloudera supports the Kerberos version that ships with each supported operating system listed in CDH and Cloudera
Manager Supported Operating Systems.

Step 1: Install Cloudera Manager and CDH

Cloudera strongly recommends that you install and configure the Cloudera Manager Server and Cloudera Manager
Agents and CDH to set up a fully-functional CDH cluster before trying to configure Kerberos authentication for the
cluster.

Required user:group Settings for Security

When you install the CDH packages and the Cloudera Manager Agents on your cluster hosts, Cloudera Manager takes
some steps to provide system security such as creating the OS user : gr oup accounts and setting directory permissions
as shown in the table below. These user accounts and directory permissions work with the Hadoop Kerberos security
requirements.

This User Runs These Roles

hdf s NameNode, DataNodes, and Secondary NameNode

nmapr ed JobTracker and TaskTrackers (MR1) and Job History Server (YARN)
yarn ResourceManager and NodeManagers (YARN)

oozie Oozie Server



http://web.mit.edu/Kerberos
http://web.mit.edu/Kerberos/krb5-1.8/
https://technet.microsoft.com/en-us/library/bb742516.aspx
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/system-level_authentication_guide/using_kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://www.suse.com/documentation/sles11/singlehtml/book_security/book_security.html
https://help.ubuntu.com/community/Kerberos
http://technet.microsoft.com/en-us/library/bb742433.aspx#EDAA

This User Runs These Roles

hue Hue Server, Beeswax Server, Authorization Manager, and Job Designer

The hdf s user has HDFS superuser privileges.

When you install the Cloudera Manager Server on the server host, a new Unix user account called cl ouder a- scmis
created automatically to support security. The Cloudera Manager Server uses this account to create host principals
and deploy the keytabs on your cluster.

Depending on whether you installed CDH and Cloudera Manager at the same time or not, use one of the following
sections for information on configuring directory ownerships on cluster hosts:

New Installation, Cloudera Manager and CDH Together

Installing a new Cloudera Manager cluster with CDH components at the same time can save you some of the user:group
configuration required if you install them separately. The installation process creates the necessary user accounts on
the Linux host system for the service daemons. At the end of the installation process when each cluster node starts
up, the Cloudera Manager Agent process on the host automatically configures the directory ownership as shown in
the table below, and the Hadoop daemons can then automatically set permissions for their respective directories. Do
not change the directory owners on the cluster. They must be configured exactly as shown below.

Directory Specified in this Property Owner

df s. nanme. dir hdf s: hadoop
df s. data.dir hdf s: hadoop
mapred. | ocal . dir mapr ed: hadoop
mapr ed. system di r in HDFS mapr ed: hadoop
yarn. nodenmanager .| ocal -dirs yarn:yarn

yar n. nodemanager .| og-dirs yarn:yarn

oozi e. service. StoreService. jdbc.url (ifusing |oozie:oozie
Derby)

[[ dat abase]] nane hue: hue

j avax. j do. opti on. Connecti onURL hue: hue

Existing CDH Cluster Installed Before Cloudera Manager Installation

If you have been using HDFS and running MapReduce jobs in an existing installation of CDH before Cloudera Manager
was installed, you must manually configure the directory ownership as shown in the table above to enable the Hadoop
daemons to set appropriate permissions on each directory. Configure directory user:group ownership exactly as shown
in the table.

Step 2: Installing JCE Policy File for AES-256 Encryption

E’; Note: This step is not required when using JDK 1.8.0_161 or greater. JDK 1.8.0_161 enables unlimited
strength encryption by default.

By default, CentOS and Red Hat Enterprise Linux 5.5 (and higher) use AES-256 encryption for Kerberos tickets, so the
Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File must be installed on all cluster hosts as
detailed below. Alternatively, the Kerberos instance can be modified to not use AES-256.

To install the JCE Policy file on the host system at the OS layer:

1. Download the j ce_pol i cy- x. zi p.


http://www.oracle.com/technetwork/java/javase/downloads/index.html

2. Unzip the file.
3. Follow the steps in the README. t xt to install it.

To use Cloudera Manager to install the JCE policy file:

1. Log in to the Cloudera Manager Admin Console.
2. Select Hosts > All Hosts.
3. Click the Re-run Upgrade Wizard and select the option to have Cloudera Manager install the JCE Policy file.

Alternative: Disable AES-256 encryption from the Kerberos instance:

1. Remove aes256- ct s: nor mal from the support ed_enct ypes field of the kdc. conf or kr b5. conf file.
2. Restart the Kerberos KDC and the kadmin server so the changes take effect.

The keys of relevant principals, such as Ticket Granting Ticket principal (krbtgt/REALM@REALM), might need to change.

E,i Note: If AES-256 remains in use despite disabling it, it may be because the aes256- ct s: nor nal
setting existed when the Kerberos database was created. To resolve this issue, create a new Kerberos
database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:
1. For MIT KDC: On the local KDC host, type this command in the kadmin.local or kadmin shell to create a test
principal:

kadm n: addprinc test

For Active Directory: Create a new AD account with the name, t est .

2. On a cluster host, type this command to start a Kerberos session as test:
$ kinit test

3. On a cluster host, type this command to view the encryption type in use:
$ klist -e

If AES is being used, output like the following is displayed after you type the kl i st command (note that AES- 256
is included in the output):

Ti cket cache: FILE: /tnp/krb5cc_0
Default principal: test@d oudera Manager
Valid starting Expires Servi ce principal
05/19/11 13:25:04 05/20/11 13:25:04 krbtgt/C oudera Manager @l oudera Manager
Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HMAC, AES-256 CTS npde with
96-bit SHA-1 HWVAC

Step 3: Create the Kerberos Principal for Cloudera Manager Server

At the end of the integration process using the configuration wizard, Cloudera Manager Server will create host principals
and deploy keytabs for all services configured on the cluster, which means that Cloudera Manager Server needs its
own principal and have privileges to create these other accounts.

E,’ Note: This task requires administrator privileges on the Kerberos instance. If you do not have
administrator privileges, ask your Kerberos administrator to setup the principal and password for you.
You will need to enter the principal name and password into the wizard later in the process (see Import
KDC Account Manager Credentials on page 57).

If an administrator principal to act on behalf of Cloudera Manager cannot be created on the Kerberos KDC for whatever
reason, Cloudera Manager will not be able to create or manage principals and keytabs for CDH services. That means



these principals must be created manually on the Kerberos KDC and then imported (retrieved) by Cloudera Manager.
See Using a Custom Kerberos Keytab Retrieval Script on page 67 for details about this process.

Creating the Cloudera Manager Principal

The steps below summarize the process of adding a principal specifically for Cloudera Manager Server to an MIT KDC
and an Active Directory KDC. See documentation from MIT, Microsoft, or the appropriate vendor for more detailed
information.

Creating a Principal in Active Directory
Check your Microsoft documentation for specific details for your Active Directory KDC. The general process is as follows:

1. Create an Organizational Unit (OU) in your Active Directory KDC service that will contain the principals for use by
the CDH cluster.

2. Add a new user account to Active Directory, for example, user nane @XAMPLE. COM Set the password for the
user to never expire.

3. Use the Delegate Control wizard in Active Directory to grant this new user permission to Create, Delete, and
Manage User Accounts in the OU created in step 1. Make sure that these permissions are only applied to that
specific OU, and nowhere else.

Creating a Principal in an MIT KDC

For MIT Kerberos, administrator principals are defined in the / var / ker ber os/ kr b5kdc/ kadnb. acl file onthe KDC
host. The default entry is:

*[ adm n@XAMPLE. COM *

In this example, principals that include the instance name adni n designate a user account as an administrator, such
as j doe/ adm n@XAMPLE. COM

If you modify the kadnb. acl file, such as replacing EXAMPLE. COMwith your realm name, make sure to restart the
kadnmi n service:

e RHEL 7 Compatible:

systenctl restart kadmn

¢ All Others:

service kadmn restart

Create the Cloudera Manager Server administrator principal as shown below, using the admi n instance name and your
realm name. If your kadnb. acl file defines a different pattern for administrators, make sure that the principal you
create matches that pattern.

For MIT Kerberos KDC on a remote host:

E,i Note: To connect to aremote KDC using the kadnm n command, your currently authenticated Kerberos
principal must be an existing Kerberos administrator. If you do not have an existing admin principal,
you must run kadmi n. | ocal as described below.

kadmi n
kadmi n: addprinc -pw password cl ouder a-scm adnmi n@XAMPLE. COM

For MIT Kerberos KDC on the local host:



E,i Note: The kadni n. | ocal command must be run as r oot on the same host as the KDC.

kadm n. | ocal

kadni n. | ocal : addprinc -pw password cl oudera-scn adnm n@XAMPLE. COM
Step 4: Enabling Kerberos Using the Wizard

Minimum Required Role: Full Administrator

To start the Kerberos wizard:

1. Go to the Cloudera Manager Admin Console and click ¥ to the right of the cluster for which you want to enable
Kerberos authentication.

2. Select Enable Kerberos.
Before you Begin Using the Wizard
The Welcome page lists steps you should have completed before starting the wizard.

¢ Set up a working KDC. Cloudera Manager supports authentication with MIT KDC and Active Directory.
e Configure the KDC to allow renewable tickets with non-zero ticket lifetimes.

Active Directory allows renewable tickets with non-zero lifetimes by default. You can verify this by checking Domain
Security Settings > Account Policies > Kerberos Policy in Active Directory.

For MIT KDC, make sure you have the following lines in the kdc. conf .

max_life = 1d
max_renewable_|life = 7d

¢ If you are using Active Directory, make sure LDAP over TLS/SSL (LDAPS) is enabled for the Domain Controllers.

e Hostnames must be in lowercase. If you use uppercase letters in any hostname, the cluster services will not start
after enabling Kerberos.

¢ Install the OS-specific packages for your cluster listed in the table:

(0} Packages Required

RHEL 7 Compatible, RHEL | ¢ openl dap-cli ents on the Cloudera Manager Server host
6 Compatible, RHEL 5 e krb5-workstation, krb5-1ibs onALL hosts
Compatible

SLES e openl dap2-cl i ent on the Cloudera Manager Server host

e krb5-client onALL hosts

Ubuntu or Debian e | dap-util s onthe Cloudera Manager Server host
e krb5-user onALL hosts

Windows e krb5-workstation,krb5-1ibs onALL hosts

e Create an account for Cloudera Manager that has the permissions to create other accounts in the KDC. This should
have been completed as part of Step 3: Create the Kerberos Principal for Cloudera Manager Server on page 54.



https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/system-level_authentication_guide/using_kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/security_guide/sect-security_guide-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/5/html/deployment_guide/ch-kerberos
https://www.suse.com/documentation/sles11/singlehtml/book_security/book_security.html
https://help.ubuntu.com/community/Kerberos
http://technet.microsoft.com/en-us/library/bb742433.aspx#EDAA

o Important:

If YARN Resource Manager HA has been enabled in a non-secure cluster, before enabling Kerberos
you must clear the StateStore znode in ZooKeeper, as follows:

1. Go to the Cloudera Manager Admin Console home page, click to the right of the YARN service
and select Stop.

2. When you see a Finished status, the service has stopped.

. Go to the YARN service and select Actions > Format State Store.

4. When the command completes, click Close.

w

Once you are able to check all the items on this list, click Continue.
KDC Information

On this page, select the KDC type you are using, MIT KDC or Active Directory, and complete the fields as applicable to
enable Cloudera Manager to generate principals/accounts for the CDH services running on the cluster.

E’; Note:

e Ifyou are using AD and have multiple Domain Controllers behind a Load Balancer, enter the name
of the Load Balancer in the KDC Server Host field and any one of the Domain Controllers in Active
Directory Domain Controller Override. Hadoop daemons will use the Load Balancer for
authentication, but Cloudera Manager will use the override for creating accounts.

¢ If you have multiple Domain Controllers (in case of AD) or MIT KDC servers, only enter the name
of any one of them in the KDC Server Host field. Cloudera Manager will use that server only for
creating accounts. If you choose to use Cloudera Manager to manage kr b5. conf , you can specify
the rest of the Domain Controllers using Safety Valve as explained below.

e Make sure the entries for the Kerberos Encryption Types field matches what your KDC supports.

e If you are using an Active Directory KDC, you can configure Active Directory account properties
such as obj ect C ass and account Expi r es directly from the Cloudera Manager Ul. You can
also enable Cloudera Manager to delete existing AD accounts so that new ones can be created
when Kerberos credentials are being regenerated. See Viewing or Regenerating Kerberos
Credentials Using Cloudera Manager on page 67.

Click Continue to proceed.
KRB5 Configuration

Manage krb5.conf through Cloudera Manager allows you to choose whether Cloudera Manager should deploy the
kr b5. conf on your cluster or not. If left unchecked, you must ensure that the kr b5. conf is deployed on all hosts in
the cluster, including the Cloudera Manager Server's host.

If you check Manage krb5.conf through Cloudera Manager, this page will let you configure the properties that will be
emitted in it. In particular, the safety valves on this page can be used to configure cross-realm authentication. More
information can be found at Configuring a Dedicated MIT KDC for Cross-Realm Trust on page 163.

E,i Note: Cloudera Manager is unable to use a non-default realm. You must specify the default realm.

Click Continue to proceed.
Import KDC Account Manager Credentials

Enter the username and password for the user that can create principals for CDH cluster in the KDC. This is the
user/principal you created in Step 3: Create the Kerberos Principal for Cloudera Manager Server on page 54. Cloudera
Manager encrypts the username and password into a keytab and uses it as needed to create new principals.




E,i Note: Enter the REALM portion of the principal in upper-case only to conform to Kerberos convention.

E’; Note:

Many enterprises employ policies that require all passwords to be changed after a particular number
of days. If you must change the password in Cloudera Manager for the Account Manager, then:

1. In the Cloudera Manager Admin Console, select Administration > Security.
2. Go to the Kerberos Credentials tab and click Import Kerberos Account Manager Credentials.

3. In the Import Kerberos Account Manager Credentials dialog box, enter the username and
password for the user that can create principals for CDH cluster in the KDC.

Click Continue to proceed.
(Optional) Configuring Custom Kerberos Principals

Starting with Cloudera Manager 5.4, you can configure custom service principals for CDH services. Before you begin
making configuration changes, see Customizing Kerberos Principals on page 63 for some additional configuration
changes required and limitations.

Configure HDFS DataNode Ports

On this page, specify the privileged ports needed by the DataNode's Transceiver Protocol and the HTTP Web Ul in a
secure cluster.

Use the checkbox to confirm you are ready to restart the cluster. Click Continue.
Enabling Kerberos

This page lets you track the progress made by the wizard as it first stops all services on your cluster, deploys the
kr b5. conf, generates keytabs for other CDH services, deploys client configuration and finally restarts all services.
Click Continue.

Congratulations

The final page lists the cluster(s) for which Kerberos has been successfully enabled. Click Finish to return to the Cloudera
Manager Admin Console home page.

Step 5: Create the HDFS Superuser

To be able to create home directories for users, you will need access to the HDFS superuser account. (CDH automatically
created the HDFS superuser account on each cluster host during CDH installation.) When you enabled Kerberos for
the HDFS service, you lost access to the default HDFS superuser account using sudo -u hdf s commands. Cloudera
recommends you use a different user account as the superuser, not the default hdf s account.

Designating a Non-Default Superuser Group
To designate a different group of superusers instead of using the default hdf s account, follow these steps:

. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.
. Click the Configuration tab.

. Select Scope > HDFS (Service-Wide).

. Select Category > Security.

. Locate the Superuser Group property and change the value to the appropriate group name for your environment.
For example, <superuser>.

. Click Save Changes to commit the changes.
7. Restart the HDFS service.

v b WIN =

[2)]



To enable your access to the superuser account now that Kerberos is enabled, you must now create a Kerberos
principal or an Active Directory user whose first component is <superuser>:

If you are using Active Directory
Add a new user account to Active Directory, <super user >@0OUR- REALM COM The password for this account should
be set to never expire.

If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, type the following command to create a Kerberos principal called
<superuser>:

kadm n: addprinc <superuser>@OUR- LOCAL- REALM COM

This command prompts you to create a password for the <superuser> principal. You should use a strong password
because having access to this principal provides superuser access to all of the files in HDFS.

2. To run commands as the HDFS superuser, you must obtain Kerberos credentials for the <superuser> principal. To
do so, run the following command and provide the appropriate password when prompted.

$ kinit <superuser>@QOUR- LOCAL- REALM COM

Step 6: Get or Create a Kerberos Principal for Each User Account

Now that Kerberos is configured and enabled on your cluster, you and every other Hadoop user must have a Kerberos
principal or keytab to obtain Kerberos credentials to be allowed to access the cluster and use the Hadoop services. In
the next step of this procedure, you will need to create your own Kerberos principals to verify that Kerberos security
is working on your cluster. If you and the other Hadoop users already have a Kerberos principal or keytab, or if your
Kerberos administrator can provide them, you can skip ahead to the next step.

The following instructions explain how to create a Kerberos principal for a user account.

If you are using Active Directory

Add a new AD user account for each new user that should have access to the cluster. You do not need to make any
changes to existing user accounts.

If you are using MIT KDC

1. Inthe kadmi n. | ocal or kadmi n shell, use the following command to create user principals by replacing
YOUR- LOCAL- REALM COMwith the name of your realm, and replacing USERNAME with a username:

kadm n: addpri nc USERNAME@/OUR- LOCAL- REALM COM

2. Enter and re-enter a password when prompted.

Step 7: Prepare the Cluster for Each User

Before you and other users can access the cluster, there are a few tasks you must do to prepare the hosts for each
user.

1. Make sure all hosts in the cluster have a Linux user account with the same name as the first component of that
user's principal name. For example, the Linux account j oe should exist on every box if the user's principal name
is j 0e@OUR- REALM COM You can use LDAP for this step if it is available in your organization.



E,i Note: Each account must have a user ID that is greater than or equal to 1000. In the

/ et ¢/ hadoop/ conf/t askcontrol | er. cf g file, the default setting for the banned. users
property is mapr ed, hdf s, and bi n to prevent jobs from being submitted using those user
accounts. The default setting for the mi n. user . i d property is 1000 to prevent jobs from being
submitted with a user ID less than 1000, which are conventionally Unix super users.

2. Create a subdirectory under/ user on HDFS for each user account (for example, / user/ j oe). Change the owner
and group of that directory to be the user.

$ hadoop fs -nkdir /user/joe
$ hadoop fs -chown joe /user/joe

E’; Note: sudo -u hdf s is not included in the commands above. This is because it is not required if
Kerberos is enabled on your cluster. You will, however, need to have Kerberos credentials for the
HDFS super user to successfully run these commands. For information on gaining access to the HDFS
super user account, see Step 5: Create the HDFS Superuser on page 58.

Step 8: Verify that Kerberos Security is Working

After you have Kerberos credentials, you can verify that Kerberos security is working on your cluster by trying to run
MapReduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop examples
(/usr/1ib/ hadoop/ hadoop- exanpl es. j ar).

E,’ Note:

This section assumes you have a fully-functional CDH cluster and you have been able to access HDFS
and run MapReduce jobs before you followed these instructions to configure and enable Kerberos
on your cluster. If you have not already done so, you should at a minimum use the Cloudera Manager
Admin Console to generate a client configuration file to enable you to access the cluster. For
instructions, see Deploying Client Configuration Files.

To verify that Kerberos security is working:

1. Acquire Kerberos credentials for your user account.

$ ki nit USERNAME@'OUR- LOCAL- REALM COM

2. Enter a password when prompted.

3. Submit a sample pi calculation as a test MapReduce job. Use the following command if you use a package-based
setup for Cloudera Manager:

$ hadoop jar /usr/lib/hadoop-0.20-mapreduce/ hadoop- exanpl es.jar pi 10 10000
Nurmber of Maps = 10
Sanpl es per Map = 10000

Job Fi ni shed in 38.572 seconds
Estimated value of Pi is 3.14120000000000000000

If you have a parcel-based setup, use the following command instead:

$ hadoop jar /opt/clouderalparcel s/ COH | i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar pi
10 10000

Nurmber of Maps = 10

Sanpl es per Map = 10000

:]65 Fi ni shed in 30.958 seconds
Esti mated value of Pi is 3.14120000000000000000



You have now verified that Kerberos security is working on your cluster.

Important:

Running a MapReduce job will fail if you do not have a valid Kerberos ticket in your credentials cache.
You can examine the Kerberos tickets currently in your credentials cache by running the kl i st
command. You can obtain a ticket by running the ki ni t command and either specifying a keytab file
containing credentials, or entering the password for your principal. If you do not have a valid ticket,
you will receive an error such as:

11/01/04 12:08:12 WARN i pc. Client:

Exception encountered while connecting to the server

javax. security.sasl. Sasl Exception: GSS initiate fail ed

[ Caused by GSSException: No valid credentials provided (Mechani smlevel:
Failed to find any

Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 failed on | ocal exception:

java.io.| OException:javax. security.sasl. Sasl Exception: GSS initiate

failed

[ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Step 9: (Optional) Enable Authentication for HTTP Web Consoles for Hadoop Roles

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Authentication for access to the HDFS, MapReduce, and YARN roles' web consoles can be enabled using a configuration
option for the appropriate service. To enable this authentication:

1.
. Click the Configuration tab.

. Select Scope > service name Service-Wide.

. Select Category > Security.

. Type Enabl e Ker ber os in the Search box.

. Select Enable Kerberos Authentication for HTTP Web-Consoles.
. Click Save Changes to commit the changes.

. When the command finishes, restart all roles of that service.

0O NGOV A_AWN

From the Clusters tab, select the service (HDFS, MapReduce, or YARN) for which you want to enable authentication.

Enabling SPNEGO as an Authentication Backend for Hue

1. In Cloudera Manager, set the authentication backend to SpnegoDj angoBackend.

0o o0 oo

. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.
. Click the Configuration tab.

Select Scope > Service-Wide.

. Select Category > Security.
. Locate the Authentication Backend property and select deskt op. aut h. backend. SpnegoDj angoBackend.

Click Save Changes.

2. Restart the Hue service.
3. If you are using an external load balancer, perform the following steps, otherwise skip the remaining steps. Cloudera
Manager creates these configuration automatically:

a.

On the host running the Hue Kerberos Ticket Renewer, switch to the KT_RENEWER process directory. For
example:

cd /var/run/cl oudera-scmagent/process/ Is -lrt /var/run/cl oudera-scm agent/process/

\
awk '{print $9}' |grep KT_RENEWER| tail -1/



b. Verify that the Hue keytab includes the HTTP principal.

klist -kte ./hue. keytab

Keytab name: FILE:./hue. keytab
KVNO Ti nestanp Pri nci pal

1 03/09/15 20: 20: 35 hue/ host - 10- 16- 8- 168. openst ackl ocal @XAMPLE. CLOUDERA. COM
(aes128-cts- hnac- shal- 96)

1 03/09/15 20: 20: 36 HTTP/ host - 10- 16- 8- 168. openst ackl ocal @EXAMPLE. CLOUDERA. COM
(aes128-cts- hnac- shal- 96)

c. Copy the hue. keyt ab fileto/ var/ | i b/ hue and change ownership to the hue user and group.

$ cp ./hue. keytab /var/lib/hue/
$ chown hue: hue /var/li b/ hue/ hue. keyt ab

. Go to the Cloudera Manager Admin Console. From the Clusters tab, select the Hue service.

. Click the Configuration tab.
Select Scope > Service-Wide.

. Select Category > Advanced.

. Locate the Hue Service Environment Advanced Configuration Snippet (Safety Valve) property and add the
following line:

> 0@ > 0o Qo

KRB5_KTNAME=/ var /| i b/ hue/ hue. keyt ab

i. Click Save Changes to commit the changes.
j- Restart the Hue service.

Kerberos Authentication for Single User Mode and Non-Default Users
The steps described in this topic are only applicable in the following cases:

¢ You are running the Cloudera Manager in the single user mode. In this case, configure all the services described
in the table below.

OR

¢ You are running one or more CDH services with non-default users. This means if you have modified the default
value for the System User property for any service in Cloudera Manager, you must only perform the command
(as described below) corresponding to that service, to be able to successfully run jobs with the non-default user.

MapReduce Configure the mapr ed. syst em di r directory to be owned by the mapr ed user.

sudo -u hdfs hadoop fs -chown napred: hadoop
${ mapred. system di r} .

By default, mapr ed. system di r is/ t np/ mapr ed/ syst em

HBase Give the hbase user ownership of the HBase root directory:
sudo -u hdfs hadoop fs -chown -R hbase ${hbase.rootdir}

By default, hbase. root di r is/ hbase.

Hive Give the hi ve user ownership of the / user/ hi ve directory.

sudo -u hdfs hadoop fs -chown hive /user/hive




YARN For every NodeManager host, for each pathinyar n. nodemanager . | ocal - di rs, run:

rm-rf ${yarn. nodenanager. | ocal -dirs}/usercache/*

This removes the / user cache directory that contains intermediate data stored for
previous jobs.

Customizing Kerberos Principals

By default, the Cloudera Manager Kerberos wizard configures CDH services to use the same Kerberos principals as the
default process users. For example, the hdf s principal for the HDFS service, and the hi ve principal for the Hive service.
The advantage to this is that when Kerberos is enabled, no HDFS directory permissions need to be changed for the
new principals. However, starting with Cloudera Manager 5.4, you can configure custom service principals for CDH
services.

Important Considerations

¢ Using different Kerberos principals for different services will make it easier to track the HDFS directories being
accessed by each service.

¢ If you are using Shel | BasedUni xGr oupsMappi ng to obtain user-group mappings, ensure you have the UNIX
accounts for the principals present on all hosts of the cluster.

Configuring Directory Permissions
Configure the following HDFS directories to give their corresponding custom service principalsread, write and
execut e permissions.

Service HDFS Directory

Accumulo e HDFS Directory
e /[user/principal

HBase HBase Root Directory

Hive ¢ Hive Warehouse Directory
e /[user/principal

Impala [ user/ princi pal
MapReduce v1 / t np/ mapr ed

Oozie Oozie SharelLib Root Directory
Solr HDFS Data Directory

Spark on YARN e /user/principal

e Spark History Location
e Spark Jar Location

Sqoop2 [ user/ princi pal

Configuring CDH Services
The following services will require additional settings if you are using custom principals:

e HDFS - If you have enabled synchronization of HDFS and Sentry permissions, add the Hive and Impala principals
to the Sentry Authorization Provider Group property.

1. Go to the HDFS service.
2. Click Configuration.
3. Select Scope > HDFS Service-Wide.



4.
5.
6.

Select Category > Security.
Locate the Sentry Authorization Provider Group property and add the custom Hive and Impala principals.
Click Save Changes.

* YARN - The principals used by YARN daemons should be part of hadoop group so that they are allowed to read
JobHistory Server data.

¢ Impala - If you are running the Hue service with a custom principal, configure Impala to allow the Hue principal
to impersonate other users.
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. Go to the Impala service.

. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Proxy User Configuration property and add the custom Hue principal.
. Click Save Changes.

¢ Hive - If the Sentry service is enabled, allow the Kerberos principals used by Hive, Impala, Hue, HDFS and the
Service Monitor to bypass Sentry authorization in the Hive metastore.

1.
. Click Configuration.

. Select Scope > Impala (Service-Wide).

. Select Category > Policy File-Based Sentry.

. Locate the Bypass Sentry Authorization Users property and add the custom Hive, Impala, Hue and HDFS
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6.

Go to the Hive service.

principals to the list.
Click Save Changes.

¢ Spark on YARN - The principal used by the Spark service should be part of the spar k group.
¢ Sentry - Allow the Hive, Impala, Hue and HDFS principals to connect to the Sentry service.

1.
2.
3.
4.

5.

Go to the Sentry service.

Click Configuration.

Search for the Allowed Connecting Users property and add the custom Hive, Impala, Hue and HDFS principals
to the list.

Search for the Admin Groups property and include the groups to which the Hive, Impala, and Hue principals
belong.

Click Save Changes.

¢ Cloudera Management Service - Configure the Reports Manager principal and the Navigator principal for HDFS
as HDFS superusers.
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. Go to the Cloudera Management Service.

. Click Configuration.

. Search for kerberos.

. Locate the Reports Manager Kerberos Principal property and set it to a principal with administrative and

superuser privileges on all HDFS services.

. Locate the Navigator Kerberos Principal for HDFS property and set it to a principal with administrative and

superuser privileges on all HDFS services.

. Click Save Changes.

Incompatibilities
The following features do not work with custom principals:

¢ Llama must always use the default Kerberos principal | | ana.
e If you are using MapReduce v1, the Activity Monitor and Cloudera Navigator should use the same principal as the
Hue service.



e If you are using the Java KeyStore KMS or KeyTrustee KMS with a custom principal, you will need to add the proxy
user for the custom principal to the kis- si t e. xnl safety valve.

For example, if you’ve replaced the default oozi e principal with oozi epri nc, add the
hadoop. kis. proxyuser . oozi epri nc. gr oups and hadoop. kirs. pr oxyuser . 00zi epri nc. host s properties
to the kns- si t e. xm safety valve.

Managing Kerberos Credentials Using Cloudera Manager
Minimum Required Role: Full Administrator

When Kerberos authentication is enabled for HDFS and MapReduce service instances, Cloudera Manager starts creating
Kerberos principals for each role instance on the cluster at the end of the configuration process. Depending on the
number of hosts and the number of HDFS and MapReduce role instances in the cluster, the process may take anywhere
from a few seconds to several minutes.

After the process completes, view the list of Kerberos principals created for the cluster by using the Cloudera Manager
Admin Console. Every host with HDFS and MapReduce role instances should have Kerberos principals.

If no principals have been created after 10 minutes, there may be an issue with the process. See Kerberos
Credential-Generation Issues on page 421 to troubleshoot.

o Important:

¢ Do not regenerate the principals for your cluster unless you have made a global configuration
change, such as changing the encryption type.

e Regenerate principals using the Cloudera Manager Admin Console only. Do not use kadni n shell.

e For an MIT KDC, Configuring a Dedicated MIT KDC for Cross-Realm Trust on page 163 to avoid
invalidating existing host keytabs.

Updating Kerberos Credentials in Cloudera Manager

If you change the user name or the password (or both) in the Active Directory KDC for the account used by Cloudera
Manager for Kerberos authentication, you must also change it in Cloudera Manager. These credentials were stored
during the Kerberos integration process (see Step 3: Add the Credentials for the Principal to the Cluster on page 379).

1. Log in to Cloudera Manager Admin Console.

. Select Administration > Security.

. Click the Kerberos Credentials tab.

. Click the Import Kerberos Account Manager Credentials button.

. Enter the new user and password for the principal added to the Kerberos KDC in Step 2. Create Principal for
Cloudera Manager Server in the Kerberos KDC on page 378.
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Managing Active Directory Account Properties

If you are using an Active Directory KDC, Cloudera Manager 5.8 (and higher) lets you configure Active Directory accounts
and customize the credential regeneration process using the Cloudera Manager Admin Console. You can also use
Cloudera Manager to configure the encryption types to be used by your Active Directory account. Once you modify
any Active Directory account properties, you must regenerate Kerberos credentials to reflect those changes. The
credential regeneration process requires you to delete existing accounts before new ones are created.

By default, Cloudera Manager does not delete accounts in Active Directory, which means that to regenerate Kerberos
principals contained in Active Directory, you need to manually delete the existing Active Directory accounts. You can
either delete and regenerate all existing Active Directory accounts, or only delete those with the userPrincipalName
(or login name) that you will later manually select for regeneration. If the accounts haven't already been deleted
manually, the regeneration process will throw an error message saying that deletion of accounts is required before
you proceed.



Modifying Active Directory Account Properties Using Cloudera Manager

If you are using an Active Directory KDC, you can configure Active Directory account properties such as obj ect Cl ass
and account Expi r es directly from the Cloudera Manager Admin Console. Any changes to these properties will be
reflected in the regenerated Kerberos credentials.

To configure Active Diretory account properties:

1. Go to the Cloudera Manager Admin Console and click the Administration tab.

2. Select Administration > Settings.

3. Click the Kerberos category.

4. Locate the Active Directory Account Properties and edit as required. By default, the property will be set to:

account Expi r es=0, obj ect A ass=t op, obj ect A ass=per son, obj ect A ass=or gani zat i onal Per son, obj ect A ass=user

5. Locate the Active Directory Password Properties and edit the field as needed. By default, the property will be set
to:

| engt h=12, ninLover GseLet t er s=2, niinpper Giselet t er s=2, ninD g t =2, ninSpeces=0, ninSpedi a Ghar s=0, speci d CGar s=2. 1 §90%()-_+=-

6. Click Save Changes.
7. Regenerate new credentials with the new properties.

Enabling Credential Regeneration for Active Directory Accounts Using Cloudera Manager

To avoid having to delete accounts manually, enable the Active Directory Delete Accounts on Credential Regeneration
property. By default, this property is disabled. After enabling this feature, Cloudera Manager will delete existing Active
Directory accounts automatically when new ones are created during regeneration.

1. Go to the Cloudera Manager Admin Console and click the Administration tab.

2. Select Administration > Settings.

3. Click the Kerberos category.

4. Locate the Active Directory Delete Accounts on Credential Regeneration and check the property to activate this
capability.

5. Click Save Changes.

Configuring Encryption Types for Active Directory KDC Using Cloudera Manager

Cloudera Manager allows you to configure the encryption types (or enct ype) used by an Active Directory KDC to
protect its data. Cloudera supports the following encryption types:

e rc4-hmac

e aesl2?8-cts
® aes256-cts
e des-chc-crc
e des-chc-nd5

To configure encryption types for an Active Directory KDC:

. Go to the Cloudera Manager Admin Console and click the Administration tab.
. Select Administration > Settings.
. Click the Kerberos category.
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- Locate the Kerberos Encryption Types and click ¥ to add the encryption types you want Active Directory to use
(see the list above for supported encryption types enct ypes).

5. Check the checkbox for the Active Directory Set Encryption Types property. This will automatically set the Cloudera
Manager AD account to use the encryption types configured in the previous step.

6. Click Save Changes.




Moving Kerberos Principals to Another OU Within Active Directory

If you have a Kerberized cluster configured with an Active Directory KDC, you can use the following steps to move the
Kerberos principals from one AD Organizational Unit (OU) to another.

1. Create the new OU on the Active Directory Server.

2. Use AD's Delegate Control wizard to set the permissions on the new OU such that the configured Cloudera Manager
admin account has the ability to Create, Delete and Manage User Accounts within this OU.

. Stop the cluster.

. Stop the Cloudera Management Service.

. In Active Directory, move all the Cloudera Manager and CDH components' user accounts to the new OU.

. Go to Cloudera Manager and go to Administration > Security.

. Go to the Kerberos Credentials tab and click Configuration.

. Select Scope > Settings.

9. Select Category > Kerberos.

10 Locate the Active Directory Suffix property and edit the value to reflect the new OU name.

1. Click Save Changes.
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Viewing or Regenerating Kerberos Credentials Using Cloudera Manager
To view Kerberos principals for the cluster from Cloudera Manager for either MIT Kerberos or Active Diretory:

1. Log in to Cloudera Manager Admin Console.
2. Select Administration > Security.

3. Click the Kerberos Credentials tab. The currently configured Kerberos principals for services running on the cluster
display, such as:

e For HDFS, principals hdf s/ host nane and host / host nanme
e For MapReduce, principals mapr ed/ host nane and host / host nane

To regenerate any principals (if necessary):

¢ Select the principal from the list.
e Click Regenerate.

Running the Security Inspector

The Security Inspector uses the Host Inspector to run a security-related set of commands on the hosts in your cluster.
It reports on matters such as how Java is configured for encryption and on the default realms configured on each host:

1. Select Administration > Security.
2. Click Security Inspector. Cloudera Manager begins several tasks to inspect the managed hosts.
3. After the inspection completes, click Download Result Data or Show Inspector Results to review the results.

Using a Custom Kerberos Keytab Retrieval Script

The Cloudera Manager Kerberos setup procedure requires you to create an administrator account for the Cloudera
Manager user. Cloudera Manager will then connect to your KDC and use this admin account to generate principals and
keytabs for the remaining CDH services. If for some reason, you cannot create a Cloudera Manager administrator
account on your KDC with the privileges to create other principals and keytabs for CDH services, then these will need
to be created manually.

Cloudera Manager gives you the option to use a custom script to retrieve keytabs from the local filesystem. To use a
custom Kerberos keytab retrieval script:

1. The KDC administrators should create the required principals and keytabs, and store them securely on the Cloudera
Manager Server host.

2. Create the keytab retrieval script. Your script should take two arguments: a full principal name for which it should
retrieve a keytab, and a destination to which it can write the keytab. The script must be executable by the Cloudera
Manager admin user, cl ouder a- scm Depending on the principal name input by Cloudera Manager, the script



should locate the corresponding keytab on the Cloudera Manager Server host (stored in step 1), and copy it into
a location accessible to the cl ouder a- scmuser. Here is a simple example:

#!1/ bi n/ bash

# Cloudera Manager will input a destination path

DEST="$1"

# Cl oudera Manager will input the principal name in the format: <service>/<fqdn>@REALM
PRI NC=" $2"

# Assumi ng the '<service>_<fqdn>@REALM keyt ab' nami ng convention for keytab files
I N=$(echo $PRINC | sed -e 's/\//_/")
SRC="/ keyt abs/ ${| N} . keyt ab"

# Copy the keytab to the destination input by C oudera Manager
cp -v $SRC $DEST

Note that the script will change according to the keytab naming convention followed by your organization.

3. Configure the location for the script in Cloudera Manager:

. Go to the Cloudera Manager Admin console.

. Select Administration > Settings.

Select Category > Kerberos.

. Locate the Custom Kerberos Keytab Retrieval Script and set it to point to the script created in step 2.
. Click Save Changes.

Do o0 o o

4. Once the Custom Kerberos Keytab Retrieval Script property is set, whenever Cloudera Manager needs a keytab,
it will ignore all other Kerberos configuration and run the keytab retrieval script to copy the required keytab to
the desired destination.

5. Cloudera Manager can now distribute the keytab to the services that need access to it.

E,’ Note: The Cloudera Navigator web server accesses HDFS and Hue using the keytabs corresponding

to those principals; however the custom script does not move these additional keytabs to the
Navigator Metadata Server. To complete the setup for Navigator, move keytabs for HDFS and
Hue principals to the Navigator Metadata Server host manually. See Configuring Navigator
Metadata Server for Kerberos and Custom Keytab Retrieval.

Adding Trusted Realms to the Cluster

The Kerberos instance associated with a given cluster has its REALM-NAME specified as the def aul t _r eal min the
Kerberos configuration file (kr b5. conf ) on the cluster's NameNode. Rules defined in the

hadoop. security. auth_to_| ocal property translate the Kerberos principals to local account names at the host
level (see Hadoop Users (user:group) and Kerberos Principals on page 103 and Mapping Kerberos Principals to Short
Names on page 108). The default rules simply remove the @GREALMportion of the Kerberos principal and leave the short
name.

To allow principals from other realms to use the cluster, the trusted realms must be specified in Cloudera Manager.
For example, the Kerberos realm used by your cluster may have a trust relationship to a central Active Directory or
MIT Kerberos realm. Add the central realm to the cluster as detailed in the following steps so that Cloudera Manager
can apply the appropriate mapping rules to the principals from the trusted realm to access the cluster's services.

To specify trusted realms using Cloudera Manager:

. Login to the Cloudera Manager Admin Console.
. Select Clusters > HDFS Service.

. Click the Configuration tab.

. Select HDFS (Service-Wide) for the Scope filter.
. Select Security for the Category filter.
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6. In the Search field, type Ker ber os Real ns to find the Trusted Kerberos Realms and Additional Rules to Map
Kerberos Principals to Short Names settings.

7. Add other Kerberos realms that the cluster's realm can trust. Use all upper-case letters to specify the REALM name
for MIT Kerberos or Active Directory realms:

ANOTHER- REALM EXAMPLE. COM

To add multiple realms, click the plus (+) button.
8. Click Save Changes.

For each trusted realm identified in Trusted Kerberos Realms, default mapping rules automatically strip the REALM
name. To customize the mapping rules, specify additional rules in the Additional Rules to Map Kerberos Principals to
Short Names setting, one rule per line. Cloudera Manager will wrap each rule in the appropriate XML tags and add to
the generated cor e- si t e. xni file. To create custom rules and translate translate mixed-case Kerberos principals to
lower-case Hadoop usernames, see Mapping Rule Syntax on page 108.

If you specify custom mapping rules for a Kerberos realm using the Additional Rules to Map Kerberos Principals to
Short Names setting, ensure that the same realm is not specified in the Trusted Kerberos Realms setting. If it is, the
auto-generated rule (which only strips the realm from the principal and does no additional transformations) takes
precedent, and the custom rule is ignored.

For these changes to take effect, you must restart the cluster and redeploy the client configuration, as follows:

1. On the Cloudera Manager Admin Console, Clusters > Cluster-n to choose cluster-wide actions.
2. From the Actions drop-down button, select Deploy Client Configuration.

Using Auth-to-Local Rules to Isolate Cluster Users

By default, the Hadoop auth-to-local rules map a principal of the form <user nanme>/ <host nane>@REALM> to
<user nane>. This means if there are multiple clusters in the same realm, then principals associated with hosts of one
cluster would map to the same user in all other clusters.

For example, if you have two clusters, cl ust er 1- host - [ 1. . 4] . exanpl e. comand cl ust er 2- host -
[1..4]. exanpl e. com that are part of the same Kerberos realm, EXAMPLE. COM then the cl ust er 2 principal,
hdf s/ cl ust er 2- host 1. exanpl e. com@XAMPLE. COM will map to the hdf s user even on cl ust er 1 hosts.

To prevent this, use auth-to-local rules as follows to ensure only principals containing hostnames of cl ust er 1 are
mapped to legitimate users.

1. Go to the HDFS Service > Configuration tab.

2. Select Scope > HDFS (Service-Wide).

3. Select Category > Security.

4. In the Search field, type Addi ti onal Rul es to find the Additional Rules to Map Kerberos Principals to Short
Names settings.

5. Additional mapping rules can be added to the Additional Rules to Map Kerberos Principals to Short Names
property. These rules will be inserted before the rules generated from the list of trusted realms (configured above)
and before the default rule.

RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 1. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 2. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 3. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s/ cl ust er 1- host 4. exanpl e. com@XAMPLE. COM s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @XAMPLE. COM s/ (. *) @GEXAMPLE. COM nobody/

In the example, the principal hdf s/ <host name>@REALMis mapped to the hdf s user if <host nane> is one of
the cluster hosts. Otherwise it gets mapped to nobody, thus ensuring that principals from other clusters do not
have access tocl uster 1.



If the cluster hosts can be represented with a regular expression, that expression can be used to make the
configuration easier and more conducive to scaling. For example:

RULE: [ 2: $1/ $2@0] (hdf s/ cl ust er 1- host [ 1- 4] . exanpl e. com@XAMPLE. COM) s/ (. *) @EXAMPLE. COM hdf s/
RULE: [ 2: $1/ $2@0] ( hdf s. * @XAMPLE. COM s/ (. *) @EXAMPLE. COM nobody/

E’; Note:

It is not possible to use alternatives in capturing or non-capturing groups within the matching
portion of the rule, because the use of round brackets in the expression is not currently supported.
For example, the following rule would result in an error:

RLE [2 $1/$2@0) (hof &/ ol ust er 1- (host 8 host b host ). exanpl €. con@ARLE D)/ (. *) @ANRLE GMhd &/

6. Click Save Changes.
7. Restart the HDFS service and any dependent services.

Configuring Authentication for Cloudera Navigator

Cloudera Manager Server has an internal authentication mechanism, a database repository of user accounts that can
be used to create user accounts. As an alternative to using the internal database, Cloudera Manager and Cloudera
Navigator can be configured to use external authentication mechanisms.

Cloudera Manager Server and Cloudera Navigator each have their own user role schemes for granting privileges to
system features and functions. Cloudera Manager user roles can be applied to user accounts as they are created in
the internal repository. Cloudera Navigator user roles are applied to groups defined in the external system for use by
Cloudera Navigator. The only user role that can be effectively applied to an account created in the Cloudera Manager
internal repository is that of Navigator Administrator, which grants the user account privileges as a Full Administrator
on the Cloudera Navigator services (Navigator Metadata Server, Navigator Audit Server).

In other words, assigning Cloudera Navigator user roles to user accounts requires using an external authentication
mechanism.

Cloudera Navigator and External Authentication

To support its user role-based authorization scheme, Cloudera Navigator integrates with external authentication
mechanisms. External authentication mechanisms include:

e LDAP-compliant identity/authentication services, such as Active Directory and OpenLDAP
e SAML-based SSO solutions, such as Shibboleth and SiteMinder

Cloudera Manager Server has its own internal authentication mechanism, a database repository of user accounts.
However, the user accounts defined in the internal Cloudera Manager account repository cannot be assigned Cloudera
Navigator user roles. The only user role that can be effectively applied to an account created in the Cloudera Manager
internal repository is that of Navigator Administrator. In other words, assigning Cloudera Navigator user roles to user
accounts requires using one of the external authentication mechanisms detailed in this section.

Cloudera Manager and Cloudera Navigator have their own distinct sets of user roles. Cloudera Manager and Cloudera
Navigator can be configured to use external authentication mechanisms. The organization may have a central Active
Directory or other LDAP-identity service used by Cloudera Manager and Cloudera Navigator for external authentication,
but the relationship between each of these to the external system functions independently. That means a Cloudera
Manager user that successfully authenticates to the external LDAP system cannot log in to Cloudera Navigator using
that same authentication token.

How it Works: Cloudera Navigator and External Authentication

At runtime, the Navigator Metadata Server role instance (the daemon) forwards login requests from Cloudera Navigator
users to the external authentication mechanism which has a repository containing user accounts and groups that have



been setup for Cloudera Navigator users. The groups have had specific Cloudera Navigator user role assigned to them,
so once users authenticate to the external system, they can use the features of Cloudera Navigator console as specified
for their group.

All this occurs transparently to Cloudera Navigator users, assuming Cloudera Navigator has been correctly configured
as detailed in the appropriate section for the external mechanism—Active Directory, OpenLDAP, or SAML—as detailed
in this section.

Configuring Cloudera Navigator for Active Directory
To configure Cloudera Navigator for external authentication:

. Log in to Cloudera Manager Admin Console.

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Navigator Metadata Server for the Scope filter.
. Select External Authentication for the Category filter.

. Leave the Authentication Backend Order set to the default value—Cloudera Manager Only until after the external
system has been successfully configured for Cloudera Navigator (as detailed in these steps) and user accounts in
Active Directory instance are members of groups that have been granted Cloudera Navigator user role privileges.
When Cloudera Navigator receives a login request, it checks user repositories in the order specified. Checking
only the external system before having user accounts and roles configured can result in authentication failures.
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e If user accounts and groups for Cloudera Navigator already exist in the Active Directory and a group with
privileges for Cloudera Manager Full Administrator or Navigator Administrator user roles contains user
accounts—so that the system can be managed—the order can be set to External then Cloudera Manager or
External Only.

7. Configure the remaining settings for the Active Directory instance as detailed in the table.

Property Description and usage note
External Authentication Type Active Directory
LDAP URL Full path to the Active Directory instance, including the protocol specifier,

| dap or | daps (for TLS/SSL). Not necessary to specify port number if the
Active Directory service is hosted using the default ports—389 (LDAP), 636
(LDAPS). For example:

| dap: // ad- srv. | dap-srvs. subnet. exanpl e. com

LDAP Bind User Distinguished The user name that connects to the Active Directory service to look up login
Name requests on behalf of Cloudera Navigator. Enter either the complete user
principal name or just the short name. For example,

cn- adm n@XAVMPLE. COMor cn- admi n. For Active Directory, this
distinguished name (DN) corresponds to the sAMAcount Nane.

LDAP Bind Password Enter the password used to log in to the Active Directory instance using the
DN specified for the bind user.

Active Directory Domain The fully-qualified domain name of the Active Directory domain controller
host system. This is the service to which the bind operation For example:

| dap- servs. subnet . exanpl e. com

LDAP Distinguished Name Pattern |Leave blank if LDAP User Search Base is set.




Property Description and usage note

LDAP User Search Base Specify the organizational unit (OU) and domain component (DC) properties
for the LDAP search tree. For example:

ou=nav_peopl e, dc=I dap- srvs, dc=subnet , dc=exanpl e, dc=com

LDAP User Search Filter Optional.

LDAP Group Search Base ou=nav_gr oups, dc=I dap- srvs, dc=subnet , dc=exanpl e, dc=com

LDAP Group Search Filter For Optional.
Logged In User

LDAP Groups Search Filter (& obj ect O ass=gr oupOf Names) ( cn=+{ 0} *))

8. Click Save Changes.
9. Restart the Navigator Metadata Service:

¢ From Cloudera Management Service, click the Instances tab.
e Select Navigator Metadata Service from among the instances listed.
¢ Click the Actions for Selected button and select Restart.

Configuring Cloudera Navigator for LDAP

There is more than one way to configure an LDAP-compatible identity/authentication service to authenticate Navigator
users and to allow Navigator to access group membership. The most commonly used LDAP authentication mode is
search-bind.

Alternatively, you can configure Navigator to use bind-direct LDAP authentication. Note that this method assumes all
users are in one directory tree; it doesn't have the flexibility to identify multiple LDAP directory trees.

Considerations for Configuring Navigator with LDAPS (TLS/SSL)

It is important that you configure TLS/SSL for Cloudera Manager as part of using LDAP for authenticating users. If you
don't have secure network communication, you risk exposing your LDAP Distinguished Name credentials on the network.

For information on how to generate and distribute certificate files, see Generate TLS Certificates on page 195.

Configuring LDAP as Navigator's External Authentication

1. Make sure that you have the TLS truststore for communicating with the LDAP server configured on the host where
the Navigator Metadata Server role is running.

2. Decide which LDAP authentication method you want to use to locate user entries in the directory.

In enterprise environments, the more common method is Search-Bind because it allows a flexible configuration
for determining the Distinguished Name based on a user's login. In some cases, Direct Bind may be used when all
users must be under a single branch in the LDAP directory. There's more information about the requirements for
configuration properties for these modes in the table below.

. Select Clusters > Cloudera Management Service.

. Click the Configuration tab.

. Select Scope > Navigator Metadata Server.

. Select Category > External Authentication.

. In the External Authentication Type property, select LDAP.

. Configure the remaining settings for the LDAP server instance as detailed in the table.
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Property

Description and usage note

External Authentication Type

LDAP

LDAP URL

Full path to the LDAP server instance, including the protocol specifier, | dap
or | daps (for TLS/SSL). It is not necessary to specify port number if the Active
Directory service is hosted using the default ports—389 (LDAP), 636 (LDAPS).
For example:

| daps:/ /1 dap-server. corp.com

If you have not configured TLS, the URL would start with | dap: //.

Authentication Backend Order

To instruct Navigator to refer to the LDAP server to authenticate users, set
this property to External then Cloudera Manager or External Only. The
"External then Cloudera Manager" option allows administrators to log into
Navigator in the case where LDAP logins are failing. If you need to debug
connectivity issues without LDAP involved, you can log in with a Cloudera
Manager-only user account.

LDAP Bind User Distinguished
Name

The LDAP account that has permission to query the LDAP database of user
accounts on behalf of Cloudera Navigator.

The bind user can be specified as the full distinguished name (DN)
(cn=account, ou=peopl e, dc=cor p, dc=r egi on) orasonly the common
name (user @onai n). Use the same format as the string used for Cloudera
Manager LDAP configuration.

This property is not required if your LDAP server accepts anonymous binding.

LDAP Bind Password

The password for the bind user.

LDAP Group Search Base

Specify the organizational unit (OU) and domain component (DC) properties
for the LDAP search tree where Navigator searches for groups. For example,
this search base starts the group membership search to an organizational
unit configured specifically for Navigator users and Navigator searches this
subtree:

ou=nav_peopl e, dc=l dap- srvs, dc=subnet , dc=exanpl e, dc=com

The Group Search Base is used for both the Groups Search Filter and the
Group Search Filter for Logged in User.

LDAP Group Search Filter For
Logged In User

Optional. Specifies how a user is determined to be a member of a group.
Defaults to: menber ={ 0} where { 0} is replaced with the DN of the user
you are authenticating. For a filter requiring the username, use { 1}, as
menber Ui d={1}.

LDAP Groups Search Filter

Specify this filter to refine the scope of LDAP groups to associate with
Navigator roles. LDAP groups and users belonging to these groups inherit
the Navigator roles. The roles are then used for authorization. For example,
to limit the groups to groups with the current user as a member, specify

(&(obj ect d ass=group) (cn=*{0}*))

The Groups Search Filter is combined with the Group Search Base to define
the group lookup.

Search-Bind Authentication Mode




Property

Description and usage note

LDAP User Search Base

Specify the organizational unit (OU) and domain component (DC) properties
for the LDAP search tree where Navigator searches to authenticate users.
You can also specify a User Search Filter to further reduce the scope of the
search. For example, the following User Search Base string limits Navigator
authentication to users inside the specified OU and DCs:

ou=nav_peopl e, dc=I dap- srvs, dc=subnet , dc=exanpl e, dc=com

If you leave out OUs from the search base, Navigator authenticates users
from any OU. For example, with the User Search Base dc=cor p, dc=com
and the user search filter as ui d={ 0}, Navigator searches for the user
anywhere in the tree starting from the User Search Base. If LDAP includes
two OUs—ou=Engi neeri ng and ou=Qper at i ons—Navigator finds user
"foo" if it exists in either of these OUs, that is,

ui d=f 0o, ou=Engi neeri ng, dc=cor p, dc=comor

ui d=f oo, ou=Qper at i ons, dc=cor p, dc=com

LDAP User Search Filter

Used with the User Search Base to further limit the scope of the search for
a directory entry that matches the credentials of the user logging into
Navigator.

Use a user search filter along with a DN pattern so that the search filter
provides a fallback if the DN pattern search fails. For example, set the filter
to ui d={ 0} to use the username provided at login. For Active Directory's
LDAP server, use sAMAccount Narme={ 0} .

Direct-Bind Authentication Mode

LDAP Distinguished Name Pattern

Direct-bind authentication can be used if search is not required to determine
the DN needed to bind to the LDAP server. Leave this property blank if LDAP
User Search Base is set.

To use this authentication mode, all users must be under a single branch in
the LDAP directory.

For example, to search for a distinguished name where the ui d attribute is
the username at login, you might provide a pattern such as

ui d={ 0}, ou=Peopl e, dc=cor p, dc=com

where { 0} indicates the username of the authenticating user. If a user
provides the username "foo" at the Navigator login page, Navigator searches
for the DN ui d=f oo, ou=Peopl e, dc=cor p, dc=com

9. Click Save Changes.

10 Restart the Navigator Metadata Server.

Configuring Cloudera Navigator for SAML

Cloudera Navigator supports SAML (Security Assertion Markup Language), an XML-based open standard data format

for exchanging authentication and authorization details between identity providers and service providers. One of the

main benefits of SAML is that it enables Single Sign-on (SSO) for browser-based clients, such as the Cloudera Navigator
console. That means that you can integrate Cloudera Navigator with SSO solutions such as Shibboleth or CA Single

Sign-On (formerly, SiteMinder).

E’; Note: Not all SAML identity providers are interoperable. Cloudera Navigator has been tested with
Shibboleth and CA Single Sign-On.
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Overview of SAML and SSO

The steps below assume you have a functioning SAML IDP already deployed. Here is a brief summary of some of the

high level details as background to the configuration tasks:

e An identity provider or IDP is one of the main functions provided by an organization's SAML/SSO solution. The

IDP provides identity assertions (tokens) to service providers that want to identify users when those users request
access. service.

e A service provider or SP, such as Cloudera Navigator, protects itself from unauthorized access by checking the
identity of users requesting the service against the IDP. When the SP gets back the assertion from the IDP, the

service gives the requesting user the level of access for that user.
e The service's users or principals obtain access to the SP when they open their browsers to the URL of the service.

Transparently to users, the SP—Cloudera Navigator, but specifically the web service hosted on the Navigator

Metadata Server—sends an authentication request to the IDP through the user agent (browser) and obtains an

identity assertion back from the IDP.

There are two properties that control whether the SSO process is initiated from the IDP or the SP (Navigator):

e SAML Login URL nav. sam . | ogi n. url

e Skip Authorization Check nav. aut h. ski p_sam _aut h_check (set in Navigator Metadata Server Advanced
Configuration Snippet (Safety Valve) for cloudera-navigator.properties)

As shown in the following table, when SAML authentication is enabled, the default Navigator login URL always produces
a service-provider initiated SSO process (SP initiated SSO); in this process, users log into the Navigator login page and
Navigator sends the authentication request to the identity provider. Specifying a SAML Login URL produces an identity
provider-initiated SSO process (IdP initiated SSO); in this process, users log into the identity provider's login page and

are redirected to the Navigator console and logged in.

SAML Login URL Skip Authorization No addition to the /login.html [locallogin.html
Property Check Property login URL (/)

Set True SP initiated SSO IdP initiated SSO Login page

Set False SP initiated SSO IdP initiated SSO IdP initiated SSO
Not set True SP initiated SSO SP initiated SSO Login page

Not set False SP initiated SSO SP initiated SSO SP initiated SSO

See the OASIS SAML Wiki for more information about SAML.

Preparing Files

You must obtain the following files and information and provide to Cloudera Navigator:

¢ A Java keystore containing a private key for Cloudera Navigator to use to sign/encrypt SAML messages.

e The SAML metadata XML file from your IDP. This file must contain the public certificates needed to verify the
sign/encrypt key used by your IDP per the SAML Metadata Interoperability Profile.

¢ The entity ID that should be used to identify the Navigator Metadata Server instance.
e How the user ID is passed in the SAML authentication response:

— As an attribute. If so, what identifier is used.
— As the NamelD.

¢ The method by which the Cloudera Navigator role will be established:

— From an attribute in the authentication response:

— What identifier will be used for the attribute
— What values will be passed to indicate each role

— From an external script that will be called for each use:

— The script takes user ID as $1
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— The script must assign an exit code to reflect successful authentication of the assigned role:

— 0- Full Administrator
— 1- User Administrator
— 2 - Auditing Viewer

— 4 - Lineage Viewer

— 8- Metadata Administrator

— 16 - Policy Viewer

— 32 - Policy Administrator

— 64 - Custom Metadata

Administrator

— A negative value is returned for a failure to authenticate

To assign more than one role, add the numbers for the roles. For example, to assign the Policy Viewer
and User Administrator roles, the exit code should be 17.

Configuring the Navigator Metadata Server

U~ WN

. Select Clusters > Cloudera Management Service.
. Click the Configuration tab.
. Select Navigator Metadata Server from the Scope filter.
. Select External Authentication from
. Type SAML in the Search box to display only the SAML relevant settings.

. Enter the values for the properties in the table based on your SAML implementation.

the Category filter.

Property

Description and usage note

Authentication Backend Order

Set to External then Cloudera Manager.

External Authentication Type

SAML

Path to SAML IDP Metadata File

Set to the location (complete path) of the metadata file obtained from the
IDP.

Path to SAML Keystore File

Path to the Java keystore file containing the Cloudera Navigator private key
(prepared above).

SAML Keystore Password

Enter the SAML keystore password.

Alias of SAML Sign/Encrypt Private
Key

Enter the alias used to identify the private key for Cloudera Navigator to
use.

SAML Sign/Encrypt Private Key
Password

Enter the password for the sign/encrypt private key.

SAML Entity ID

Default setting is cl ouder aNavi gat or . Leave set to the default unless
more than one Cloudera Navigator instance is using the same IDP. Each
Cloudera Navigator instance needs a unique entity ID as assigned by
organizational policy.

SAML Entity Base URL

SAML Response Binding

HTTP-Artifact (selected by default), or HTTP-Post

SAML Login URL

(IDP-initiated SSO only) If your IDP does not support SP-initiated SSO (very
uncommon), specify the user login URL for the IDP.

Source of User ID in SAML
Response

Attribute (selected by default), or NamelD—Specifies the source of the user
ID, an attribute or NamelD. For attribute, also set the attribute name in the
SAML Attribute Identifier for User ID property.




Property Description and usage note

SAML Attribute Identifier for User |urn: oi d: 0. 9. 2342. 19200300. 100. 1. 1 (Default) The standard object
ID identifier (OID) for user IDs. This setting is used only when Source of User
ID in SAML Response specifies Attribute.

SAML Role Assignment Mechanism | Attribute (selected by default), or Script—Specifies how user roles are
assigned to authenticated user:

o Attribute—Set the SAML Attribute Identifier for User Role and the
SAML Attribute Values for Roles properties.

e Script—A binary or shell script executable that assigns user roles. Set
the path to the executable in Path to SAML Role Assignment Script.

SAML Attribute Identifier for User |urn: oi d: 2. 5. 4. 11 (Default) The standard OID typically used for
Role OrganizationalUnits. Can be left to this setting.

SAML Attribute Values for Roles Set the attribute values that will be used to indicate the user roles. For more
than one role, the attribute can return comma-separated values, such as
"rolel, role2".

Path to SAML Role Assignment Path to executable (binary or shell script) that assigns Cloudera Navigator
Script user roles upon authentication. Required when SAML Role Assignment
Mechanism specifies Script.

7. Click Save Changes.
8. Restart the Navigator Metadata Server role.

Configuring the Identity Provider

After Cloudera Navigator restarts, attempted logins to Cloudera Navigator are redirected to the identity provider's
login page. Authentication cannot succeed until the IDP is configured for Cloudera Navigator. The configuration details
are specific to the IDP, but in general you must download the SAML file from your Cloudera Navigator instance and
perform the other steps below.

1. Download Cloudera Navigator's SAML metadata XML file from your Cloudera Navigator instance:

http://host nane: 7187/ sanl / met adat a

2. Inspect the metadata file and ensure that any URLs contained in the file can be resolved by users’ web browsers.
The IDP will redirect web browsers to these URLs at various points in the process. If the browser cannot resolve
them, authentication will fail. If the URLs are incorrect, you can manually fix the XML file or set the SAML Entity
Base URL property in the Navigator Metadata Server configuration to the correct value, and then re-download
the file.

3. Provide this metadata file to your IDP using whatever mechanism your IDP provides.

4. Ensure that the IDP has access to whatever public certificates are necessary to validate the private key that was
provided by Cloudera Navigator earlier.

5. Ensure that the IDP is configured to provide the User ID and Role using the attribute names that Cloudera Navigator
was configured to expect, if relevant.

6. Ensure the changes to the IDP configuration have taken effect (a restart may be necessary).

Testing Cloudera Navigator and the SSO Setup

1. Return to the Cloudera Navigator home page at: ht t p: / / host nane: 7187/ .

2. Attempt to log in with credentials for a user that is entitled. The authentication should complete and you should
see the Home page.

3. If authentication fails, you will see an IDP provided error message. Cloudera Navigator is not involved in this part
of the process, and you must ensure the IDP is working correctly to complete the authentication.

4. If authentication succeeds but the user is not authorized to use Cloudera Navigator, they will be taken to an error
page that explains the situation. If a user who should be authorized sees this error, then you will need to verify



their role configuration, and ensure that it is being properly communicated to the Navigator Metadata Server,
whether by attribute or external script. The Cloudera Navigator log will provide details on failures to establish a
user’s role. If any errors occur during role mapping, Cloudera Navigator will assume the user is unauthorized.

Bypassing SAML SSO
The SAML-based SSO can be bypassed by accessing the Cloudera Navigator login page directly:

http://fqgdn-1. exanpl e. com 7187/ | ocal | ogi n. ht m

You can turn off this bypass by setting the Skip Authorization Check property (nav. aut h. ski p_san _aut h_check)
in the Navigator Metadata Server Advanced Configuration Snippet (Safety Valve) for cloudera-navigator.properties.

Configuring Groups for Cloudera Navigator

Cloudera Navigator user role privileges are applied to groups contained in the external authentication mechanism. In
the external system using the appropriate management tool for the platform, create groups comprising all the user
accounts to which a specific set of privileges should apply. For example, create one group for auditors and another
group for data stewards. Create a different group for administrators. To each group, add the user accounts of people
who should have the same set of Cloudera Navigator privileges. The user accounts and groups must exist in the external
authentication mechanism before the user roles can be applied to them.

Once a group exists in the external authentication system, one or more Cloudera Navigator user roles can be assigned
to the group using the Cloudera Navigator console. See Configuring Navigator User Roles in the Cloudera Navigator
Data Management guide

Configuring Authentication in CDH Using the Command Line

The security features in CDH 5 enable Hadoop to prevent malicious user impersonation. The Hadoop daemons leverage
Kerberos to perform user authentication on all remote procedure calls (RPCs). Group resolution is performed on the
Hadoop master nodes, NameNode, JobTracker and ResourceManager to guarantee that group membership cannot
be manipulated by users. Map tasks are run under the user account of the user who submitted the job, ensuring
isolation there. In addition to these features, new authorization mechanisms have been introduced to HDFS and
MapReduce to enable more control over user access to data.

The security features in CDH 5 meet the needs of most Hadoop customers because typically the cluster is accessible
only to trusted personnel. In particular, Hadoop's current threat model assumes that users cannot:

1. Have r oot access to cluster machines.
2. Have r oot access to shared client machines.
3. Read or modify packets on the network of the cluster.

E,i Note:

CDH 5 supports encryption of all user data sent over the network. For configuration instructions, see
Configuring Encrypted Shuffle, Encrypted Web Uls, and Encrypted HDFS Transport.

Note also that there is no built-in support for on-disk encryption.



Enabling Kerberos Authentication for Hadoop Using the Command Line

o Important:

These instructions assume you know how to install and configure Kerberos, you already have a working
Kerberos Key Distribution Center (KDC) and realm setup, and that you've installed the Kerberos user
packages on all cluster machines and machines which will be used to access the cluster. Furthermore,
Oozie and Hue require that the realm support renewable tickets. For more information about installing
and configuring Kerberos, see:

e MIT Kerberos Home

e MIT Kerberos Documentation

e Kerberos Explained

¢ Microsoft Kerberos Overview

e Microsoft Kerberos in Windows Server 2008
e Microsoft Kerberos in Windows Server 2003

Kerberos security in CDH 5 has been tested with the following version of MIT Kerberos 5:
e krb5-1.6.1 on Red Hat Enterprise Linux 5 and CentOS 5
Kerberos security in CDH 5 is supported with the following versions of MIT Kerberos 5:

e krb5-1.6.3 on SUSE Linux Enterprise Server (SLES) 11 Service Pack 1
e krb5-1.8.1 on Ubuntu

e krb5-1.8.2 on Red Hat Enterprise Linux 6 and CentOS 6

e krb5-1.9 on Red Hat Enterprise Linux 6.1

E,i Note: The kr b5- ser ver package includes al ogr ot at e policy file to rotate log files monthly. To
take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

If you want to enable Kerberos SPNEGO-based authentication for the Hadoop web interfaces, see the Hadoop Auth,
Java HTTP SPNEGO Documentation.

Here are the general steps to configuring secure Hadoop, each of which is described in more detail in the following
sections:

Step 1: Install CDH 5

Cloudera strongly recommends that you set up a fully-functional CDH 5 cluster before you begin configuring it to use
Hadoop's security features. When a secure Hadoop cluster is not configured correctly, the resulting error messages
are in a preliminary state, so it's best to start implementing security after you are sure your Hadoop cluster is working
properly without security.

For information about installing and configuring Hadoop and CDH 5 components, and deploying them on a cluster, see
Cloudera Installation.

Step 2: Verify User Accounts and Groups in CDH 5 Due to Security

E,’ Note: CDH 5 introduces a new version of MapReduce: MapReduce 2.0 (MRv2) built on the YARN
framework. In this document, we refer to this new version as YARN. CDH 5 also provides an
implementation of the previous version of MapReduce, referred to as MRv1 in this document.

e If you are using MRv1, see Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1 on page 80 for
configuration information.

e If you are using YARN, see Step 2b (YARN only): Verify User Accounts and Groups in YARN on page 81 for
configuration information.
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Step 2a (MRv1 only): Verify User Accounts and Groups in MRv1

i Note: If you are using YARN, skip this step and proceed to Step 2b (YARN only): Verify User Accounts
EI and Groups in YARN.

During CDH 5 package installation of MRv1, the following Unix user accounts are automatically created to support
security:

hdf s HDFS: NameNode, DataNodes, Secondary NameNode (or
Standby NameNode if you are using HA)

nmapr ed MRv1: JobTracker and TaskTrackers

The hdf s user also acts as the HDFS superuser.

The hadoop user no longer exists in CDH 5. If you currently use the hadoop user to run applications as an HDFS
super-user, you should instead use the new hdf s user, or create a separate Unix account for your application such as

nmyhadoopapp.
MRv1: Directory Ownership in the Local File System

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory
ownership of the following files on the local filesystem of each host:

Local df s. nanenode. nane. di r | hdf s: hdf s drwx------
(df s. name. dir is
deprecated but will also
work)

Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(dfs.data.dir is
deprecated but will also
work)

Local mapred. | ocal . dir mapr ed: mapr ed drwxr-xr-x

See also Deploying MapReduce v1 (MRv1) on a Cluster.

You must also configure the following permissions for the HDFS and MapReduce log directories (the default locations
in/var /1 og/ hadoop- hdf s and/ var/ | og/ hadoop- 0. 20- mapr educe), and the SMAPRED _LOG DI R/ user | ogs/
directory:

Local HDFS_LOG DI R hdf s: hdf s drwxrwxr-x
Local MAPRED LOG DIR mapr ed: mapr ed drwxrwxr-x
Local user | ogs directory in mapr ed: anygr oup permissions will be set
MAPRED LOG DI R automatically at daemon
start time

1 IncoH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the table above.
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MRv1: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

File System Directory Owner Permissions

HDFS napreduce. j datracker. systemd r | mapr ed: hadoop drwx------
(mapred. systemdir is
deprecated but will also
work)

HDFS / (root directory) hdf s: hadoop drwxr-xr-x

MRv1: Changing the Directory Ownership on HDFS

e |f Hadoop security is enabled, use ki ni t hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands before changing the directory ownership on HDFS:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified. domai n. name@OUR- REALM COM

Ifki nit hdfs doesnotworkinitially, runki ni t - Rafterrunningki ni t to obtain credentials. (For more information,
see Error Messages and Various Failures on page 412). To change the directory ownership on HDFS, run the following
commands. Replace the example/ mapr ed/ syst emdirectory in the commands below with the HDFS directory specified
by the mapr educe. j obt r acker. syst em di r (ornmapr ed. syst em di r ) propertyintheconf/ mapr ed- si t e. xm

$ sudo -u hdfs hadoop fs -chown mapred: hadoop / mapred/ system
$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chrmod -R 700 / mapred/ system

$ sudo -u hdfs hadoop fs -chnod 755 /

¢ |n addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see these instructions.

Step 2b (YARN only): Verify User Accounts and Groups in YARN

E,’ Note: If you are using MRv1, skip this step and proceed to Step 3: If you are Using AES-256 Encryption,
Install the JCE Policy File on page 83.

During CDH 5 package installation of MapReduce 2.0 (YARN), the following Unix user accounts are automatically created
to support security:

This User Runs These Hadoop Programs

hdf s HDFS: NameNode, DataNodes, Standby NameNode (if you are using HA)
yarn YARN: ResourceManager, NodeManager

mapr ed YARN: MapReduce JobHistory Server

o Important: The HDFS and YARN daemons must run as different Unix users; for example, hdf s and
yar n. The MapReduce JobHistory server must run as user mapr ed. Having all of these users share a
common Unix group is recommended; for example, hadoop.

2 When starting up, MapReduce sets the permissions for the mapr educe. j obt racker. system dir (or
mapr ed. syst em di r ) directory in HDFS, assuming the user mapr ed owns that directory.
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YARN: Directory Ownership in the Local Filesystem

Because the HDFS and MapReduce services run as different users, you must be sure to configure the correct directory

ownership of the following files on the local filesystem of each host:

Local df s. nanenode. nane. di r | hdf s: hdf s drwx------
(df s. name. dir is
deprecated but will also
work)
Local df s. dat anode. dat a. di r | hdf s: hdf s drwx------
(dfs.data.dir is
deprecated but will also
work)
Local yarn. nodenanager . | ocal -dirs |yar n: yarn drwxr-xr-x
Local yar n. nodenmanager . | og-dirs |yar n: yarn drwxr-xr-x
Local cont ai ner - execut or root:yarn --Sr-s---
Local conf/contai ner-executor.cfg|root:yarn r--------

Important: Configuration changes to the Linux container executor could result in local NodeManager
directories (such as user cache) being left with incorrect permissions. To avoid this, when making
changes using either Cloudera Manager or the command line, first manually remove the existing
NodeManager local directories from all configured local directories

(yar n. nodemanager . | ocal - di r s), and let the NodeManager recreate the directory structure.

You must also configure the following permissions for the HDFS, YARN and MapReduce log directories (the default
locations in/ var/ | og/ hadoop- hdf s,/ var/1 og/ hadoop- yar n and/ var/| og/ hadoop- mapr educe):

Local HDFS LOG DI R hdf s: hdf s drwxrwxr-x
Local $YARN LOG DI R yarn:yarn drwxrwxr-x
Local MAPRED LOG DI R mapr ed: mapr ed drwxrwxr-x

YARN: Directory Ownership on HDFS

The following directories on HDFS must also be configured as follows:

HDFS / (root directory) hdf s: hadoop |drwxr-xr-x
HDFS yar n. nodemanager . r enot e- app- 1 og-di r yar n: hadoop | drwxrwxrwxt
HDFS mapr educe. j obhi story. i nt ernedi at e-done-dir mapr ed: hadoop | drwxrwxrwxt

3 IncDH 5, package installation and the Hadoop daemons will automatically configure the correct permissions for
you if you configure the directory ownership correctly as shown in the two tables above. See also Deploying

MapReduce v2 (YARN) on a Cluster.
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File System Directory Owner Permissions

HDFS mapr educe. j obhi st ory. done-dir mapr ed: hadoop | drwxr-x---

YARN: Changing the Directory Ownership on HDFS
If Hadoop security is enabled, use ki ni t hdf s to obtain Kerberos credentials for the hdf s user by running the
following commands:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domai n. name@OUR- REALM COM
$ hadoop fs -chown hdfs: hadoop /
$ hadoop fs -chnod 755 /

If ki nit hdf s does not work initially, run ki ni t - Rafter running ki ni t to obtain credentials. See Error Messages
and Various Failures on page 412. To change the directory ownership on HDFS, run the following commands:

$ sudo -u hdfs hadoop fs -chown hdfs: hadoop /

$ sudo -u hdfs hadoop fs -chnod 755 /

$ sudo -u hdfs hadoop fs -chown yarn: hadoop [yarn.nodemanager.renote-app-| og-dir]

$ sudo -u hdfs hadoop fs -chmod 1777 [yarn. nodemanager. renot e- app-1 og-dir]

$ sudo -u hdfs hadoop fs -chown mapred: hadoop [ mapr educe. j obhi story. i nt er medi at e- done-di r]
$ sudo -u hdfs hadoop fs -chnod 1777 [ mapreduce. jobhi story.internedi at e-done-dir]

$ sudo -u hdfs hadoop fs -chown mapred: hadoop [ mapreduce. ] obhi story. done-dir]

$ sudo -u hdfs hadoop fs -chnod 750 [ mapreduce. jobhistory. done-dir]

¢ |n addition (whether or not Hadoop security is enabled) create the / t np directory. For instructions on creating
/ t np and setting its permissions, see Step 7: If Necessary, Create the HDFS /tmp Directory.

¢ In addition (whether or not Hadoop security is enabled), change permissions on the / user/ hi st or y Directory.
See Step 8: Create the history Directory and Set Permissions.

Step 3: If you are Using AES-256 Encryption, Install the JCE Policy File

E,’ Note: This step is not required when using JDK 1.8.0_161 or greater. JDK 1.8.0_161 enables unlimited
strength encryption by default.

If you are using CentOS/Red Hat Enterprise Linux 5.6 or higher, or Ubuntu, which use AES-256 encryption by default
for tickets, you must install the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File on all
cluster and Hadoop user machines. For JCE Policy File installation instructions, see the README. t xt file included in
thej ce_policy-x. zi pfile.

Alternatively, you can configure Kerberos to not use AES-256 by removing aes256- ct s: nor mal from the

support ed_enct ypes field of the kdc. conf orkr b5. conf file. After changing the kdc. conf file, you must restart
both the KDC and the kadmin server for those changes to take affect. You may also need to re-create or change the
password of the relevant principals, including potentially the Ticket Granting Ticket principal (krbtgt/REALM@REALM).
If AES-256 is still used after completing steps, the aes256- ct s: nor mal setting existed when the Kerberos database
was created. To fix this, create a new Kerberos database and then restart both the KDC and the kadmin server.

To verify the type of encryption used in your cluster:

1. On the local KDC host, type this command to create a test principal:
$ kadmin -q "addprinc test”

2. On a cluster host, type this command to start a Kerberos session as test:
$ kinit test

3. On a cluster host, type this command to view the encryption type in use:

$ klist -e
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If AES is being used, output like the following is displayed after you type the kl i st command; note that AES- 256
is included in the output:

Ti cket cache: FILE: /tnp/krb5cc_0
Defaul t principal: test@CM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ SCMa&CM
Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HVAC, AES-256 CTS nbde with
96-bit SHA-1 HVAC

Step 4: Create and Deploy the Kerberos Principals and Keytab Files

A Kerberos principal is used in a Kerberos-secured system to represent a unique identity. Kerberos assigns tickets to
Kerberos principals to enable them to access Kerberos-secured Hadoop services. For Hadoop, the principals should be
of the format user nanme/ ful | y. qual i fi ed. domai n. name @OUR- REALM COM In this guide, the term user nane
inthe usernane/ful ly. qual i fi ed. domai n. nane @OUR- REALM COMprincipal refers to the username of an
existing Unix account, such as hdf s or mapr ed.

A keytab is a file containing pairs of Kerberos principals and an encrypted copy of that principal's key. The keytab files
are unique to each host since their keys include the hostname. This file is used to authenticate a principal on a host to
Kerberos without human interaction or storing a password in a plain text file. Because having access to the keytab file
for a principal allows one to act as that principal, access to the keytab files should be tightly secured. They should be
readable by a minimal set of users, should be stored on local disk, and should not be included in machine backups,
unless access to those backups is as secure as access to the local machine.

o Important:

For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and a HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and a HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and a HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

E’; Note:

The following instructions illustrate an example of creating keytab files for MIT Kerberos. If you are
using another version of Kerberos, refer to your Kerberos documentation for instructions. You may
use either kadmi n or kadni n. | ocal to run these commands.

When to Use kadmin.local and kadmin

When creating the Kerberos principals and keytabs, you can use kadmin.local or kadmin depending on your access
and account:

¢ If you have root access to the KDC machine, but you do not have a Kerberos admin account, use kadmin.local.
¢ If you do not have root access to the KDC machine, but you do have a Kerberos admin account, use kadmin.
¢ If you have both root access to the KDC machine and a Kerberos admin account, you can use either one.

To start kadmin.local (on the KDC machine) or kadmin from any machine, run this command:

$ sudo kadmi n. | ocal



OR:

$ kadmi n

E,’ Note:

In this guide, kadmi n is shown as the prompt for commands in the kadmin shell, but you can type the
same commands at the kadmi n. | ocal prompt in the kadmin.local shell.

E’; Note:

Running kadmin.local may prompt you for a password because it is being run via sudo. You should
provide your Unix password. Running kadmin may prompt you for a password because you need
Kerberos admin privileges. You should provide your Kerberos admin password.

To create the Kerberos principals

o Important:

If you plan to use Oozie, Impala, or the Hue Kerberos ticket renewer in your cluster, you must configure
your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request renewable
tickets. Typically, you can do this by adding the max_r enewabl e_|I i f e setting to your realm in

kdc. conf, and by adding therenew_| i f et i me parameter to the | i bdef aul t s section of

kr b5. conf . For more information about renewable tickets, see the Kerberos documentation.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful l'y. qualifi ed. domai n. nane in the commands with the fully qualified domain name of each host. Replace
YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

1. Inthe kadmin.local or kadmin shell, create the hdf s principal. This principal is used for the NameNode, Secondary
NameNode, and DataNodes.

kadm n: addprinc -randkey hdfs/fully.qualified.domai n. nane@CQOUR- REALM COM

E’; Note:

If your Kerberos administrator or company has a policy about principal names that does not allow
you to use the format shown above, you can work around that issue by configuring the <ker ber os
princi pal >to <short name> mapping that is built into Hadoop. For more information, see
Configuring the Mapping from Kerberos Principals to Short Names.

2. Create the mapr ed principal. If you are using MRv1, the mapr ed principal is used for the JobTracker and
TaskTrackers. If you are using YARN, the mapr ed principal is used for the MapReduce Job History Server.

kadnmi n: addprinc -randkey mapred/fully. qualified. domai n. nane @OUR- REALM COM

3. YARN only: Create the yar n principal. This principal is used for the ResourceManager and NodeManager.
kadmi n: addprinc -randkey yarn/fully.qualified. domai n. name @OUR- REALM COM

4. Create the HTTP principal.

kadm n: addprinc -randkey HTTP/fully. qualified. domai n. nane@QOUR- REALM COM


http://web.mit.edu/Kerberos/krb5-1.8/

o Important:

The HTTP principal must be in the format

HTTP/ ful I y. qual i fi ed. domai n. name @OUR- REALM COM The first component of the principal
must be the literal string "HTTP". This format is standard for HTTP principals in SPNEGO and is
hard-coded in Hadoop. It cannot be deviated from.

To create the Kerberos keytab files

o Important:

The instructions in this section for creating keytab files require using the Kerberos nor andkey option
in the xst command. If your version of Kerberos does not support the nor andkey option, or if you
cannot use kadmi n. | ocal , then use these alternate instructions to create appropriate Kerberos
keytab files. After using those alternate instructions to create the keytab files, continue with the next
section To deploy the Kerberos keytab files.

Do the following steps for every host in your cluster. Run the commands in the kadmin.local or kadmin shell, replacing
theful ly. qualified. donmai n. nane in the commands with the fully qualified domain name of each host:

1. Create the hdf s keytab file that will contain the hdf s principal and HTTP principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

kadmi n: xst -norandkey -k hdfs. keytab hdfs/fully.qualified.donmain. nane
HTTP/ ful l'y. qual i fi ed. domai n. nane

2. Create the nmapr ed keytab file that will contain the mapr ed principal and HTTP principal. If you are using MRv1,
the mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file
is used for the MapReduce Job History Server.

kadnmi n: xst -norandkey -k napred. keytab nmapred/fully.qualified.donain. nane
HTTP/ fully. qualified. domai n. name

3. YARN only: Create the yar n keytab file that will contain the yar n principal and HTTP principal. This keytab file
is used for the ResourceManager and NodeManager.

kadm n: xst -norandkey -k yarn.keytab yarn/fully.qualified.donmain. nane
HTTP/ ful l'y. qual i fi ed. domai n. nane

4. Use kl i st to display the keytab file entries; a correctly-created hdfs keytab file should look something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab nane: WRFI LE: hdf s. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful I'y. qual i fi ed. domai n. nane@OUR- REALM COM ( DES chc node with CRC 32)
2 7 HTTP/ ful ly. qualified. domai n. name@OUR- REALM COM ( Tri pl e DES cbc npde w th
HVAC/ shal)
3 7 hdf s/ fully. qualified. donai n. nane@OUR- REALM COM ( DES cbc npde wi th CRC- 32)

4 7 hdfs/fully. qualified. domai n. name@COUR- REALM COM ( Tri pl e DES cbc npde w th
HVAC/ shal)

5. Continue with the next section To deploy the Kerberos keytab files.

To deploy the Kerberos keytab files

On every node in the cluster, repeat the following steps to deploy the hdf s. keyt ab and mapr ed. keyt ab files. If you
are using YARN, you will also deploy the yar n. keyt ab file.



1. On the host machine, copy or move the keytab files to a directory that Hadoop can access, such as
/ et ¢/ hadoop/ conf .

a. If you are using MRv1:
$ sudo nmv hdfs. keytab mapred. keytab /etc/hadoop/ conf/
If you are using YARN:

$ sudo nmv hdfs. keytab napred. keytab yarn. keytab /et c/hadoop/ conf/

b. Make sure that the hdf s. keyt ab file is only readable by the hdf s user, and that the mapr ed. keyt ab file
is only readable by the mapr ed user.

sudo chown hdfs: hadoop /et c/hadoop/ conf/ hdfs. keyt ab
sudo chown mapr ed: hadoop /et c/ hadoop/ conf/ mapr ed. keyt ab
sudo chnod 400 /et c/ hadoop/ conf/*. keyt ab

B AP

E’; Note:

To enable you to use the same configuration files on every host, Cloudera recommends that
you use the same name for the keytab files on every host.

c. YARN only: Make sure that the yar n. keyt ab file is only readable by the yar n user.

$ sudo chown yarn: hadoop /et c/ hadoop/ conf/yarn. keyt ab
$ sudo chnod 400 /etc/ hadoop/ conf/yarn. keyt ab

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, HttpFS, or
Oozie services are configured to use Kerberos HTTP SPNEGO authentication, and two or more
of these services are running on the same host, then all of the running services must use the
same HTTP principal and keytab file used for their HTTP endpoints.

Step 5: Shut Down the Cluster

To enable security in CDH, you must stop all Hadoop daemons in your cluster and then change some configuration
properties. You must stop all daemons in the cluster because after one Hadoop daemon has been restarted with the
configuration properties set to enable security, daemons running without security enabled will be unable to communicate
with that daemon. This requirement to shut down all daemons makes it impossible to do a rolling upgrade to enable
security on a Hadoop cluster.

To shut down the cluster, run the following command on every node in your cluster (as root):

$ for x in “cd /etc/init.d ; |Is hadoop-*" ; do sudo service $x stop ; done

Step 6: Enable Hadoop Security
Cloudera recommends that all of the Hadoop configuration files throughout the cluster have the same contents.

To enable Hadoop security, add the following properties to the cor e- si t e. xni file on every machine in the cluster:

<property>

<nanme>hadoop. security. aut henti cati on</ nanme>

<val ue>ker beros</val ue> <!-- A value of "sinple" would disable security. -->
</ property>



<property>
<nanme>hadoop. security. aut hori zat i on</ name>
<val ue>t rue</ val ue>

</ property>

Enabling Service-Level Authorization for Hadoop Services

Service-level authorizations prevent users from accessing a cluster at the course-grained level. For example, when
Authorized Users and Authorized Groups are setup properly, an unauthorized user cannot use the hdfs shell to list the
contents of HDFS. This also limits the exposure of world-readable files to an explicit set of users instead of all
authenticated users, which could be, for example, every user in Active Directory.

The hadoop- pol i cy. xni file maintains access control lists (ACL) for Hadoop services. Each ACL consists of
comma-separated lists of users and groups separated by a space. For example:

user _a, user_b group_a, group_b

If you only want to specify a set of users, add a comma-separated list of users followed by a blank space. Similarly, to
specify only authorized groups, use a blank space at the beginning. A* can be used to give access to all users.

For example, to give users, ann, bob, and groups, gr oup_a, gr oup_b access to Hadoop's DataNodeProtocol service,
modify thesecuri ty. dat anode. pr ot ocol . acl propertyinhadoop- pol i cy. xni . Similarly, to give all users access
to the InterTrackerProtocol service, modify security.inter.tracker. protocol . acl asfollows:

<property>
<nanme>security. dat anode. pr ot ocol . acl </ nane>
<val ue>ann, bob group_a, group_b</val ue>
<descripti on>ACL for DatanodeProtocol, which is used by datanodes to
comuni cate with the namenode. </ description>
</ property>

<property>
<name>security.inter.tracker.protocol.acl </ name>
<val ue>*</val ue>
<description>ACL for InterTrackerProtocol, which is used by tasktrackers to
conmuni cate with the jobtracker. </description>
</ property>

For more details, see Service-Level Authorization in Hadoop.

Step 7: Configure Secure HDFS

When following the instructions in this section to configure the properties in the hdf s-si t e. xnl file, keep the
following important guidelines in mind:

* The properties for each daemon (NameNode, Secondary NameNode, and DataNode) must specify both the HDFS
and HTTP principals, as well as the path to the HDFS keytab file.

¢ The Kerberos principals for the NameNode, Secondary NameNode, and DataNode are configured in the
hdf s-site. xm file. The same hdf s-si t e. xrm file with all three of these principals must be installed on every
host machine in the cluster. That is, it is not sufficient to have the NameNode principal configured on the NameNode
host machine only. This is because, for example, the DataNode must know the principal name of the NameNode
in order to send heartbeats to it. Kerberos authentication is bi-directional.

e The special string _HOST in the properties is replaced at run-time by the fully qualified domain name of the host
machine where the daemon is running. This requires that reverse DNS is properly working on all the hosts configured
this way. You may use _HOST only as the entirety of the second component of a principal name. For example,
hdfs/_HOST@YOUR-REALM.COM is valid, but hdfs._ HOST@YOUR-REALM.COM and
hdfs/_HOST.example.com@YOUR-REALM.COM are not.

e When performing the _HOST substitution for the Kerberos principal names, the NameNode determines its own
hostname based on the configured value of f s. def aul t. nane, whereas the DataNodes determine their hostnames
based on the result of reverse DNS resolution on the DataNode hosts. Likewise, the JobTracker uses the configured


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-project-dist/hadoop-common/ServiceLevelAuth.html

value of mapr ed. j ob. t r acker to determine its hostname whereas the TaskTrackers, like the DataNodes, use
reverse DNS.

e Thedfs. dat anode. addr ess and df s. dat anode. ht t p. addr ess port numbers for the DataNode must be
below 1024, because this provides part of the security mechanism to make it impossible for a user to run a map
task which impersonates a DataNode. The port numbers for the NameNode and Secondary NameNode can be
anything you want, but the default port numbers are good ones to use.

To configure secure HDFS

Add the following properties to the hdf s- si t e. xnl file on every machine in the cluster. Replace these example values
shown below with the correct settings for your site: path to the HDFS keytab, YOUR-REALM.COM, fully qualified domain
name of NN, and fully qualified domain name of 2NN

<l-- Ceneral HDFS security config -->
<property>
<nanme>df s. bl ock. access. t oken. enabl e</ nane>
<val ue>t rue</ val ue>
</ property>

<!-- NanmeNode security config -->
<property>
<nanme>df s. namenode. keyt ab. fi | e</ nane>
<val ue>/ et c/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. namenode. ker ber os. pri nci pal </ nanme>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>
<property>
<nanme>df s. namenode. ker ber 0s. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@OUR- REALM COWK/ val ue>
</ property>

<l-- Secondary NaneNode security config -->
<property>
<name>df s. secondary. nanmenode. keyt ab. fi | e</ name>
<val ue>/ et c/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<name>df s. secondary. namenode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>
<property>
<nanme>df s. secondary. nanmenode. ker ber os. i nt er nal . spnego. pri nci pal </ nane>
<val ue>HTTP/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<!-- DataNode security config -->
<property>
<nanme>df s. dat anode. dat a. di r. per nx/ nanme>
<val ue>700</ val ue>
</ property>
<property>
<name>df s. dat anode. addr ess</ nanme>
<val ue>0. 0. 0. 0: 1004</ val ue>
</ property>
<property>
<nanme>df s. dat anode. htt p. addr ess</ nane>
<val ue>0. 0. 0. 0: 1006</ val ue>
</ property>
<property>
<nanme>df s. dat anode. keyt ab. fi | e</ nane>
<val ue>/ et c/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<nanme>df s. dat anode. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>

<l-- Wb Authentication config -->
<property>



<nanme>df s. web. aut hent i cat i on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@/OUR_REALMK/ val ue>
</ property>

To enable TLS/SSL for HDFS

Add the following property to hdf s- si t e. xm on every machine in your cluster.

<property>

<name>df s. htt p. pol i cy</ name>
<val ue>HTTPS_ONLY</ val ue>

</ property>

Optional Step 8: Configuring Security for HDFS High Availability

CDH 5 supports the HDFS High Availability (HA) feature with Kerberos security enabled. There are two use cases that

affect security for HA:

e Ifyou are not using Quorum-based Storage (see Software Configuration for Quorum-based Storage), then no extra
configuration for HA is necessary if automatic failover is not enabled. If automatic failover is enabled then access
to ZooKeeper should be secured. See the Software Configuration for Shared Storage Using NFS documentation

for details.

¢ If you are using Quorum-based Storage, then you must configure security for Quorum-based Storage by following

the instructions in this section.

To configure security for Quorum-based Storage:

Add the following Quorum-based Storage configuration properties to the hdf s- si t e. xm file on all of the machines

in the cluster:

<property>
<name>df s. j our nal node. keyt ab. fil e</ name>
<val ue>/ et c/ hadoop/ conf/ hdf s. keyt ab</val ue> <! -- path to the HDFS keytab -->
</ property>
<property>
<name>df s. j our nal node. ker ber os. pri nci pal </ name>
<val ue>hdf s/ _HOST@/OUR- REALM COWK/ val ue>
</ property>
<property>
<nanme>df s. j our nal node. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>HTTP/ _HOST@OUR- REALM COWK/ val ue>
</ property>

Note:

If you already have principals and keytabs created for the machines where the JournalNodes are
running, then you should reuse those principals and keytabs in the configuration properties above.
You will likely have these principals and keytabs already created if you are collocating a JournalNode
on a machine with another HDFS daemon.

Optional Step 9: Configure secure WebHDFS

E’; Note:

If you are not using WebHDFS, you can skip this step.

Security for WebHDFS is disabled by default. If you want use WebHDFS with a secure cluster, this is the time to enable

and configure it.

To configure secure WebHDFS:



1. If you have not already done so, enable WebHDFS by adding the following property to the hdf s-si t e. xnd file
on every machine in the cluster.

<property>
<nane>df s. webhdf s. enabl ed</ nanme>
<val ue>true</ val ue>

</ property>

2. Add the following properties to the hdf s- si t e. xni file on every machine in the cluster. Replace the example
values shown below with the correct settings for your site.

<property>
<nanme>df s. web. aut henti cati on. ker beros. pri nci pal </ name>
<val ue>HTTP/ _HOST@Q/OUR- REALM COWK/ val ue>

</ property>

<property>

<nanme>df s. web. aut henti cat i on. ker ber os. keyt ab</ nane>

<val ue>/ et c/ hadoop/ conf/ HTTP. keyt ab</val ue> <! -- path to the HTTP keytab -->
</ property>

Optional Step 10: Configuring a secure HDFS NFS Gateway

To deploy a Kerberized HDFS NFS gateway, add the following configuration properties to hdf s-si t e. xml on the NFS
server.

<property>

<nane>dfs. nfs. keyt ab. fi | e</ nane>

<val ue>/ et c/ hadoop/ conf / hdf s. keyt ab</val ue> <!-- path to the HDFS or NFS gateway keytab
-->

</ property>

<property>

<nane>df s. nfs. ker ber os. pri nci pal </ nane>
<val ue>hdf s/ _HOST@/OUR- REALM COMWK/ val ue>
</ property>

Potential Insecurities with a Kerberized NFS Gateway

When configuring an NFS gateway in a secure cluster, the gateway accesses the contents of HDFS using the HDFS
service principals. However, authorization for end users is handled by comparing the end user's UID/GID against the
UID/GID of the files on the NFS mount. No Kerberos is involved in authenticating the user first.

Because HDFS metadata doesn't have any UIDs/GIDs, only names and groups, the NFS gateway maps user names and
group names to UIDs and GIDs. The user names and group names used for this mapping are derived from the local
users of the host where the NFS gateway is running. The mapped IDs are then presented to the NFS client for
authorization. The NFS client performs the authorization locally, comparing the UID/GID presented by the NFS Gateway
to the IDs of the users on the remote host.

The main risk with this procedure is that it's quite possible to create local users with UIDs that were previously associated
with any superusers. For example, users with access to HDFS can view the directories that belong to the hdf s user,
and they can also access the underlying metadata to obtain the associated UID. Assuming the directories owned by
hdf s have their UID set to xyz, a malicious user could create a new local user on the NFS gateway host with the UID
set to xyz. This local user will now be able to freely access the hdf s user's files.

Solutions:

e Set the NFS Gateway property, Allowed Hosts and Privileges, to allow only those NFS clients that are trusted and
managed by the Hadoop administrators.

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.
2. Click the Configuration tab.
3. Select Scope > NFS Gateway.



4. Select Category > Main.
5. Locate the Allowed Hosts and Privileges property and set it to a list of trusted host names and access privileges
(r o - read-only, r w- read/write). For example:

192.168.0.0/22 rw
host 1. exanple.org ro

The current default setting of this property is * rw, which is a security risk because it lets everybody map
the NFS export in read-write mode.
6. Click Save Changes to commit the changes.

¢ Specify a user with restricted privileges for the df s. nf s. ker ber os. pri nci pal property, so that the NFS
gateway has limited access to the NFS contents. The current default setting for this property is
hdf s/ _HOST@'OUR- REALM COWVK/ val ue>, which gives the NFS gateway unrestricted access to HDFS.

Step 11: Set Variables for Secure DataNodes

In order to allow DataNodes to start on a secure Hadoop cluster, you must set the following variables on all DataNodes
in/ et ¢/ def aul t/ hadoop- hdf s- dat anode.

export HADOOP_SECURE_DN USER=hdf s

export HADOOP_SECURE_DN PI D DI R=/var/|i b/ hadoop- hdf s
export HADOOP_SECURE_DN LOG DI R=/var/| og/ hadoop- hdf s
export JSVC HOMVE=/usr/|ib/bigtop-utils/

E,i Note:

Depending on the version of Linux you are using, you may not have the/ usr/1i b/ bi gt op-utils
directory on your system. If that is the case, set the JSVC_HOME variable to the
/usr/1ibexec/ bi gtop-utils directory by using this command:

export JSVC HOME=/usr/|i bexec/ bigtop-utils

Step 12: Start up the NameNode

The NameNode can now be started. Use the ser vi ce command to run the/ et c/i nit. d script.
$ sudo service hadoop- hdf s- nanmenode start
As start-up proceeds, various messages get written to the logs, such as the following:

10/ 10/ 25 17:01: 46 | NFO security. User G oupl nformati on:
Logi n successful for user hdfs/fully.qualified. domain. name@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

and also:

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

get Del egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGD filter to

renewbDel egat i onToken

12/05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to

cancel Del egati onToken

12/ 05/23 18:18:31 INFO http. H t pServer: Addi ng Kerberos (SPNEGDO filter to fsck
12/05/23 18:18:31 INFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:18:31 INFO http. H t pServer: Jetty bound to port 50070

12/05/23 18:18:31 I NFO nortbay.log: jetty-6.1.26

12/ 05/ 23 18:18: 31 | NFO server. Ker ber osAut henti cati onHandl er: Logi n using keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ fully. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:18: 31 | NFO server. KerberosAut henti cationHandl er: Initialized, principal



[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab
[/ et c/ hadoop/ conf/ hdf s. keyt ab]

Verify that the NameNode has started by opening a web browser to the host and port, as follows:

http://fqgdn. host nanme. exanpl e. com 50070/

Cloudera recommends testing that the NameNode is working properly by performing a metadata-only HDFS operation,
which will now require correct Kerberos credentials. For example:

$ hadoop fs -Is

Information about the kinit Command

o Important:

Running the hadoop fs -1s command will fail if you do not have a valid Kerberos ticket in your
credentials cache. You can examine the Kerberos tickets currently in your credentials cache by running
the kl i st command. You can obtain a ticket by running the ki ni t command and either specifying
a keytab file containing credentials, or entering the password for your principal. If you do not have a
valid ticket, you will receive an error such as:

11/01/04 12:08: 12 WARN i pc. T i ent: Exception encountered while connecting
to the server : javax.security.sasl.Sasl Excepti on:
GSS initiate failed [ Caused by GSSException: No valid credentials

provi ded (Mechanismlevel: Failed to find any Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to

nn- host/10. 0. 0. 2: 8020 failed on | ocal exception: java.io.|OException:

j avax. security.sasl. Sasl Exception: GSS initiate failed [ Caused by

GSSException: No valid credentials provided (Mechanismlevel: Failed to
find any Kerberos tgt)]

E,i Note:

The ki ni t command must either be on the path for user accounts running the Hadoop client, or else
the hadoop. ker ber os. ki ni t. command parameterincor e- si t e. xml must be manually configured
to the absolute path to the ki ni t command.

E,’ Note:

For MIT Kerberos 1.8.1 or higher, a bug in versions of the Oracle JDK 6 Update 26 and higher causes
Java to be unable to read the Kerberos credentials cache even after you have successfully obtained
a Kerberos ticket using ki ni t . To workaround this bug, run ki ni t - Rafter running ki ni t initially
to obtain credentials. Doing so will cause the ticket to be renewed, and the credentials cache rewritten
in a format which Java can read. See Troubleshooting Java and Kerberos issues for more information.

Step 12: Start up a DataNode

Begin by starting one DataNode only to make sure it can properly connect to the NameNode. Use the ser vi ce command
torunthe/etc/init.dscript.

$ sudo service hadoop- hdf s-dat anode start



You'll see some extra information in the logs such as:

10/ 10/ 25 17:21:41 I NFO security. User G oupl nfornmation:
Logi n successful for user hdfs/fully.qualified.donain. nane@OUR- REALM COM usi ng keyt ab
file /etc/hadoop/conf/hdfs. keytab

If you can get a single DataNode running and you can see it registering with the NameNode in the logs, then start up
all the DataNodes. You should now be able to do all HDFS operations.

Step 14: Set the Sticky Bit on HDFS Directories

This step is optional but strongly recommended for security. In CDH 5, HDFS file permissions have support for the sticky
bit. The sticky bit can be set on directories, preventing anyone except the superuser, directory owner, or file owner
from deleting or moving the files within the directory. Setting the sticky bit for a file has no effect. This is useful for
directories such as/ t mp which previously had to be set to be world-writable. To set the sticky bit on the / t np directory,
run the following command:

$ sudo -u hdfs kinit -k -t hdfs.keytab hdfs/fully.qualified.domain. name@QOUR- REALM COM
$ sudo -u hdfs hadoop fs -chnod 1777 /tnp

After running this command, the permissions on/ t np will appear as shown below. (Note the "t " instead of the final
"X“,)

$ hadoop fs -Is /

Found 2 itens

drwxrwxrwt - hdfs supergroup 0 2011-02-14 15:55 /tnp
drwxr-xr-x - hdfs supergroup 0 2011-02-14 14:01 /user
Step 15: Start up the Secondary NameNode (if used)

At this point, you should be able to start the Secondary NameNode if you are using one:

$ sudo servi ce hadoop- hdf s- secondar ynanenode start

E,i Note:

If you are using HDFS HA, do not use the Secondary NameNode. See Configuring HDFS High Availability
for instructions on configuring and deploying the Standby NameNode.

You'll see some extra information in the logs such as:

10/ 10/ 26 12:03:18 I NFO security. User G oupl nfornation:
Logi n successful for user hdfs/fully.qualified.domain. name@OUR- REALM usi ng keytab file
/ et ¢/ hadoop/ conf/ hdf s. keyt ab

and:

12/05/23 18:33:06 I NFO http. HtpServer: Addi ng Kerberos (SPNEGD filter to getinmage
12/ 05/23 18:33:06 I NFO http. H t pServer: Jetty bound to port 50090

12/05/23 18:33: 06 | NFO nortbhay.log: jetty-6.1.26

12/ 05/ 23 18:33: 06 | NFO server. Ker ber osAut henti cati onHandl er: Logi n usi ng keytab

/ et ¢/ hadoop/ conf/ hdf s. keytab, for principal

HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM

12/ 05/ 23 18:33: 06 | NFO server. KerberosAut henti cationHandl er: Initialized, principal
[HTTP/ ful l'y. qualified. domai n. name@OUR- REALM COM from keyt ab

[/ et c/ hadoop/ conf/ hdf s. keyt ab]

You should make sure that the Secondary NameNode not only starts, but that it is successfully checkpointing.



If you're using the ser vi ce command to start the Secondary NameNode fromthe/etc/init.d scri pts, Cloudera
recommends setting the property f s. checkpoi nt . peri od in the hdf s-si t e. xni file to a very low value (such as
5), and then monitoring the Secondary NameNode logs for a successful startup and checkpoint. Once you are satisfied
that the Secondary NameNode is checkpointing properly, you should reset the f s. checkpoi nt . peri od toareasonable
value, or return it to the default, and then restart the Secondary NameNode.

You can make the Secondary NameNode perform a checkpoint by doing the following:
$ sudo -u hdfs hdfs secondarynanenode -checkpoint force

Note that this will not cause a running Secondary NameNode to checkpoint, but rather will start up a Secondary
NameNode that will immediately perform a checkpoint and then shut down. This can be useful for debugging.

E,’ Note:

If you encounter errors during Secondary NameNode checkpointing, it may be helpful to enable
Kerberos debugging output. See Enabling Debugging for details.

Step 16: Configure Either MRv1 Security or YARN Security
At this point, you are ready to configure either MRv1 Security or YARN Security.

¢ If you are using MRv1, do the steps in Configuring MRv1 Security to configure, start, and test secure MRv1.

¢ If you are using YARN, do the steps in Configuring YARN Security to configure, start, and test secure YARN.

Configuring MRv1 Security

If you are using YARN, skip this section and see Configuring YARN Security.

If you are using MRv1, do the following steps to configure, start, and test secure MRv1.

1. Step 1: Configure Secure MRv1 on page 95

2. Step 2: Start up the JobTracker on page 97

3. Step 3: Start up a TaskTracker on page 97

4, Step 4: Try Running a Map/Reduce Job on page 97

Step 1: Configure Secure MRv1
Keep the following important information in mind when configuring secure MapReduce:

e The properties for JobTracker and TaskTracker must specify the mapred principal, as well as the path to the mapr ed
keytab file.

¢ The Kerberos principals for the JobTracker and TaskTracker are configured in the mapr ed- si t e. xm file. The
same mapr ed- si t e. xni file with both of these principals must be installed on every host machine in the cluster.
That is, it is not sufficient to have the JobTracker principal configured on the JobTracker host machine only. This
is because, for example, the TaskTracker must know the principal name of the JobTracker to securely register with
the JobTracker. Kerberos authentication is bi-directional.

e Do not use ${ user . nane} in the value of the mapr ed. | ocal . di r or hadoop. | og. di r propertiesin
mapr ed- si t e. xn . Doing so can prevent tasks from launching on a secure cluster.

e Make sure that each user who will be running MRv1 jobs exists on all cluster hosts (that is, on every host that
hosts any MRv1 daemon).

e Make sure the value specified for mapr ed. | ocal . di r is identical in mapr ed-si te. xm and
taskcontrol | er. cf g. If the values are different, this error message is returned.

e Make sure the value specified int askcontrol | er. cf g for hadoop. | og. di r is the same as what the Hadoop
daemons are using, which is / var / | og/ hadoop- 0. 20- mapr educe by default and can be configured in
mapr ed- si t e. xm . If the values are different, this error message is returned.

To configure secure MapReduce:



1. Add the following properties to the mapr ed- si t e. xni file on every machine in the cluster:

<!-- JobTracker security configs -->
<property>
<name>napr educe. j obt r acker. ker ber os. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. j obtracker. keytab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<!'-- TaskTracker security configs -->
<property>
<name>napr educe. t asktracker. ker ber os. pri nci pal </ name>
<val ue>mapr ed/ _HOST@'OUR- REALM COW/ val ue>
</ property>
<property>
<name>mapr educe. t askt r acker . keyt ab. fi | e</ nane>
<val ue>/ et ¢/ hadoop/ conf / mapr ed. keyt ab</val ue> <!I-- path to the MapReduce keytab -->
</ property>

<l-- TaskController settings -->
<property>
<name>nmapr ed. t ask. tracker. t ask- control | er </ name>
<val ue>or g. apache. hadoop. mapr ed. Li nuxTaskControl | er </ val ue>
</ property>
<property>
<name>napr educe. t askt racker. gr oup</ nane>
<val ue>mapr ed</ val ue>
</ property>

2. Create afile called t askcont rol | er. cf g that contains the following information:

hadoop. | 0og. di r=<Path to Hadoop | og directory. Should be same value used to start the
TaskTracker. This is required to set proper permi ssions on the log files so that they
can be witten to by the user's tasks and read by the TaskTracker for serving on the
web U . >

mapr educe. t askt racker. gr oup=mapr ed

banned. user s=napred, hdf s, bin

m n. user.i d=1000

E’; Note:

The default setting for the banned. user s propertyinthet askcontrol | er. cf gfileismapr ed,
hdf s, and bi n to prevent jobs from being submitted using those user accounts. The default
setting for the mi n. user. i d property is 1000 to prevent jobs from being submitted with a user
ID less than 1000, which are conventionally Unix super users. Some operating systems such as
CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is the case on your
system, change the default setting for the mi n. user. i d property to 500. If there are user
accounts on your cluster that have a user ID less than the value specified for the mi n. user. i d
property, the TaskTracker returns an error code of 255.

3. The path to the t askcontrol | er. cf g file is determined relative to the location of the t ask- control | er
binary. Specifically, the pathis<pat h of task-controller binary>/../../conf/taskcontroller.cfg.
If you installed the CDH 5 package, this path will always correspond to
/ et c/ hadoop/ conf/taskcontrol | er. cfg.

E’; Note:

For more information about the t ask- control | er program, see Information about Other Hadoop
Security Programs.




o Important:

The same mapr ed- si t e. xnl file and the same hdf s- si t e. xm file must both be installed on every
host machine in the cluster so that the NameNode, Secondary NameNode, DataNode, JobTracker and
TaskTracker can all connect securely with each other.

Step 2: Start up the JobTracker
You are now ready to start the JobTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- j obt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop-0. 20- mapr educe-j obtracker start

You can verify that the JobTracker is working properly by opening a web browser to ht t p: / / machi ne: 50030/ where
machine is the name of the machine where the JobTracker is running.

Step 3: Start up a TaskTracker

You are now ready to start a TaskTracker.

If you're using the / et ¢/ i ni t. d/ hadoop- 0. 20- mapr educe- t askt r acker script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- 0. 20- mapr educe-t asktracker start

Step 4: Try Running a Map/Reduce Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/1i b/ hadoop- 0. 20- mapr educe/ hadoop- exanpl es. j ar ). You need Kerberos credentials to do

so.
o Important:

Remember that the user who launches the job must exist on every host.

Configuring YARN Security

This page explains how to configure, start, and test secure YARN. For instructions on MapReducel, see Configuring
MRv1 Security.

1. Configure Secure YARN.

. Start up the ResourceManager.

. Start up the NodeManager.

. Start up the MapReduce Job History Server.

. Try Running a Map/Reduce YARN Job.

6. (Optional) Configure YARN for Long-running Applications

i b WN

Step 1: Configure Secure YARN
Before you start:

¢ The Kerberos principals for the ResourceManager and NodeManager are configured in the yar n-si t e. xnl file.
The same yar n-si te. xm file must be installed on every host machine in the cluster.

e Make sure that each user who runs YARN jobs exists on all cluster nodes (that is, on every node that hosts any
YARN daemon).

To configure secure YARN:



1. Add the following properties to the yar n- si t e. xnl file on every machine in the cluster:

<!-- ResourceManager security configs -->
<property>
<nanme>yar n. r esour cemanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<nanme>yar n. r esour cemanager . pri nci pal </ nane>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>

<!'-- NodeManager security configs -->
<property>
<nane>yar n. nodenanager . keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf/yar n. keyt ab</val ue> <l -- path to the YARN keytab -->
</ property>
<property>
<name>yar n. nodemanager . pri nci pal </ name>
<val ue>yar n/ _HOST@OUR- REALM COWK/ val ue>
</ property>
<property>
<name>yar n. nodemanager . cont ai ner - execut or . cl ass</ nane>
<val ue>or g. apache. hadoop. yar n. server. nodemanager . Li nuxCont ai ner Execut or </ val ue>
</ property>
<property>
<name>yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup</ nane>
<val ue>yar n</val ue>
</ property>

<l-- To enable TLS/SSL -->
<property>
<name>yar n. htt p. pol i cy</ nane>
<val ue>HTTPS ONLY</val ue>
</ property>

2. Add the following properties to the mapr ed- si t e. xnml file on every machine in the cluster:

<!'-- MapReduce JobH story Server security configs -->
<property>
<nanme>napr educe. j obhi st ory. addr ess</ nane>
<val ue>host : port </val ue> <! -- Host and port of the MapReduce JobH story Server; default
port is 10020 -->
</ property>
<property>
<name>mapr educe. j obhi st ory. keyt ab</ nane>
<val ue>/ et ¢/ hadoop/ conf / napr ed. keyt ab</val ue> <!-- path to the MAPRED keytab for the
JobHi story Server -->
</ property>
<property>
<nanme>napr educe. j obhi st ory. pri nci pal </ nane>
<val ue>mapr ed/ _HOST@'OUR- REALM COWK/ val ue>
</ property>

<!-- To enable TLS/SSL -->

<property>
<nanme>napr educe. j obhi story. http. poli cy</ name>
<val ue>HTTPS ONLY</val ue>

</ property>

3. Create afile called cont ai ner - execut or . cf g for the Linux Container Executor program that contains the
following information:

yar n. nodenmanager . | ocal - di r s=<commma- separated |ist of paths to | ocal NodeManager
directories. Should be sanme values specified in yarn-site.xm . Required to validate
pat hs passed to contai ner-executor in order.>

yar n. nodemanager . | i nux- cont ai ner - execut or. gr oup=yarn

yar n. nodemanager . | og- di r s=<conma- separated |ist of paths to | ocal NodeManager | og
directories. Should be sane values specified in yarn-site.xm. Required to set proper
permi ssions on the log files so that they can be witten to by the user's containers
and read by the NodeManager for |og aggregation



banned. user s=hdf s, yarn, mapr ed, bin
m n. user. i d=1000

E’; Note:

In the cont ai ner - execut or. cf g file, the default setting for the banned. user s property is
hdf s, yar n, mapr ed, and bi n to prevent jobs from being submitted using those user accounts.
The default setting for the mi n. user . i d property is 1000 to prevent jobs from being submitted
with a user ID less than 1000, which are conventionally Unix super users. Some operating systems
such as CentOS 5 use a default value of 500 and above for user IDs, not 1000. If this is the case
on your system, change the default setting for the m n. user . i d property to 500. If there are
user accounts on your cluster that have a user ID less than the value specified for them n. user . i d
property, the NodeManager returns an error code of 255.

4. The path to the cont ai ner - execut or . cf g file is determined relative to the location of the container-executor
binary. Specifically, the path is <di r name of cont ai ner - execut or
bi nary>/ ../ et c/ hadoop/ cont ai ner - execut or . cf g. If you installed the CDH 5 package, this path will always
correspond to / et ¢/ hadoop/ conf/ cont ai ner - execut or. cf g.

E’; Note:

The cont ai ner - execut or program requires that the paths including and leading up to the
directories specifiedinyar n. nodermanager . | ocal - di r s andyar n. nodermanager . | og-dirs
to be set to 755 permissions as shown in this table on permissions on directories.

5. Verify that the ownership and permissions of the cont ai ner - execut or program corresponds to:

---Sr-s--- 1 root yarn 36264 May 20 15: 30 contai ner-executor

E,’ Note: For more information about the Linux Container Executor program, see Information about
Other Hadoop Security Programs.

Step 2: Start the ResourceManager

You are now ready to start the ResourceManager.

E,i Note: Always start ResourceManager before starting NodeManager.

Ifyou're usingthe/ et c/ i ni t. d/ hadoop- yar n-r esour cemanager script, thenyou can usetheser vi ce command
to run it now:

$ sudo service hadoop-yarn-resourcenanager start

You can verify that the ResourceManager is working properly by opening a web browser to http://host :8088/ where
host is the name of the machine where the ResourceManager is running.
Step 3: Start the NodeManager

You are now ready to start the NodeManager.



If you're using the / et ¢/ i ni t. d/ hadoop- yar n- nodemanager script, then you can use the ser vi ce command to
run it now:

$ sudo service hadoop-yarn-nodemanager start

You can verify that the NodeManager is working properly by opening a web browser to http://host :8042/ where host
is the name of the machine where the NodeManager is running.

Step 4: Start the MapReduce Job History Server

You are now ready to start the MapReduce JobHistory Server.

If you're using the / et ¢/ i ni t. d/ hadoop- mapr educe- hi st or yser ver script, then you can use the servi ce
command to run it now:

$ sudo service hadoop- mapreduce-hi storyserver start

You can verify that the MapReduce JobHistory Server is working properly by opening a web browser to
http://host :19888/ where host is the name of the machine where the MapReduce JobHistory Server is running.
Step 5: Try Running a Map/Reduce YARN Job

You should now be able to run Map/Reduce jobs. To confirm, try launching a sleep or a pi job from the provided Hadoop
examples (/ usr/ | i b/ hadoop- mapr educe/ hadoop- mapr educe- exanpl es. j ar ). You need Kerberos credentials
to do so.

o Important: The user who launches the job must exist on every node.

To try running a MapReduce job using YARN, set the HADOOP_MAPRED_HOVE environment variable and then submit
the job. For example:

$ export HADOOP_MAPRED HOVE=/ usr/ i b/ hadoop- mapreduce
$ /usr/bin/hadoop jar /usr/lib/hadoop- mapreduce/ hadoop- mapr educe-exanpl es.jar pi 10
10000

Step 6: (Optional) Configure YARN for Long-running Applications

Long-running applications such as Spark Streaming jobs will need additional configuration since the default settings
only allow the hdf s user's delegation tokens a maximum lifetime of 7 days which is not always sufficient.

You can work around this by configuring the ResourceManager as a proxy user for the corresponding HDFS NameNode
so that the ResourceManager can request new tokens when the existing ones are past their maximum lifetime. YARN
will then be able to continue performing localization and log-aggregation on behalf of the hdf s user.

Set the following property inyarn-site. xm totrue:

<property>

<name>yar n. r esour cenanager . pr oxy- user-pri vi |l eges. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

Configure the following properties in cor e- si t e. xm on the HDFS NameNode. You can use a more restrictive
configuration by specifying hosts/groups instead of * as in the example below.

<property>

<nane>hadoop. pr oxyuser. yar n. host s</ nane>
<val ue>*</val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser. yar n. gr oups</ nane>



<val ue>*</val ue>
</ property>

FUSE Kerberos Configuration

This section describes how to use FUSE (Filesystem in Userspace) and CDH with Kerberos security on your Hadoop
cluster. FUSE enables you to mount HDFS, which makes HDFS files accessible just as if they were UNIX files.

To use FUSE and CDH with Kerberos security, follow these guidelines:

e For each HDFS user, make sure that there is a UNIX user with the same name. If there isn't, some files in the FUSE
mount point will appear to be owned by a non-existent user. Although this is harmless, it can cause confusion.

e When using Kerberos authentication, users must run ki ni t before accessing the FUSE mount point. Failure to
do this will result in I/O errors when the user attempts to access the mount point. For security reasons, it is not
possible to list the files in the mount point without first running ki ni t .

e When a user runs ki ni t, all processes that run as that user can use the Kerberos credentials. It is not necessary
to run ki ni t in the same shell as the process accessing the FUSE mount point.

Using kadmin to Create Kerberos Keytab Files

If your version of Kerberos does not support the Kerberos - nor andkey option in the xst command, or if you must
use kadni n because you cannot use kadni n. | ocal , then you can use the following procedure to create Kerberos
keytab files. Using the - nor andkey option when creating keytabs is optional and a convenience, but it is not required.

o Important:
For both MRv1 and YARN deployments: On every machine in your cluster, there must be a keytab
file for the hdf s user and a keytab file for the mapr ed user. The hdf s keytab file must contain entries
for the hdf s principal and an HTTP principal, and the mapr ed keytab file must contain entries for the
mapr ed principal and an HTTP principal. On each respective machine, the HTTP principal will be the
same in both keytab files.

In addition, for YARN deployments only: On every machine in your cluster, there must be a keytab
file for the yar n user. The yar n keytab file must contain entries for the yar n principal and an HTTP
principal. On each respective machine, the HTTP principal in the yar n keytab file will be the same as
the HTTP principal in the hdf s and mapr ed keytab files.

For instructions, see To create the Kerberos keytab files on page 101.

E’; Note:

These instructions illustrate an example of creating keytab files for MIT Kerberos. If you are using
another version of Kerberos, refer to your Kerberos documentation for instructions. You can use either
kadm n or kadni n. | ocal torunthese commands.

To create the Kerberos keytab files

Do the following steps for every host in your cluster, replacingthef ul I y. qual i fi ed. domai n. nan®e in the commands
with the fully qualified domain name of each host:

1. Create the hdf s keytab file, which contains an entry for the hdf s principal. This keytab file is used for the
NameNode, Secondary NameNode, and DataNodes.

$ kadmin
kadm n:  xst -k hdfs-unmerged. keytab hdfs/fully.qualified.domain. name



2. Create the mapr ed keytab file, which contains an entry for the mapr ed principal. If you are using MRv1, the
mapr ed keytab file is used for the JobTracker and TaskTrackers. If you are using YARN, the mapr ed keytab file is
used for the MapReduce Job History Server.

kadm n: xst -k mapred-unnerged. keytab mapred/ ful ly. qualified. donai n. nane

3. YARN only: Create the yar n keytab file, which contains an entry for the yar n principal. This keytab file is used
for the ResourceManager and NodeManager.

kadm n: xst -k yarn-unmerged. keytab yarn/fully.qualified. domain. name

4. Create the ht t p keytab file, which contains an entry for the HTTP principal.

kadmi n: xst -k http.keytab HTTP/fully. qualified. domai n. nane

5. Use the kt uti I command to merge the previously-created keytabs:

$ ktuti

ktutil: rkt hdfs-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt hdfs.keytab

ktutil: clear

ktutil: rkt mapred-unnerged. keyt ab
ktutil: rkt http.keytab

ktutil: wkt mapred. keytab
ktutil: clear

ktutil: rkt yarn-unnerged. keytab
ktutil: rkt http.keytab

ktutil: wkt yarn. keytab

This procedure creates three new files: hdf s. keyt ab, mapr ed. keyt ab and yar n. keyt ab. These files contain
entries for the hdf s and HTTP principals, the mapr ed and HTTP principals, and the yar n and HTTP principals
respectively.

6. Use kl i st to display the keytab file entries. For example, a correctly-created hdf s keytab file should look
something like this:

$ klist -e -k -t hdfs. keytab
Keyt ab nane: WRFI LE: hdfs. keyt ab
sl ot KVNO Pri nci pal

1 7 HTTP/ ful ly. qualified. domai n. name @OUR- REALM COM ( DES cbc node with CRC- 32)

2 7 HTTP/ ful ly. qual i fied. domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)
3 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (DES cbc npde with CRC 32)

4 7 hdf s/ful ly. qualified.domai n. name@OUR- REALM COM (Tri pl e DES cbc node with
HVAC/ shal)

7. To verify that you have performed the merge procedure correctly, make sure you can obtain credentials as both
the hdf s and HTTP principals using the single merged keytab:

t -k -t hdfs. keytab hdfs/full
t ul |

alified.domai n. name @OUR- REALM COM
-k -t hdfs. keytab HITP/f alif

. qu
.qu i ed. donai n. nane @OUR- REALM COM

y
y
If either of these commands fails with an error message such as "ki nit: Key table entry not found

while getting initial credentials",then something has gone wrong during the merge procedure. Go
back to step 1 of this document and verify that you performed all the steps correctly.

8. To continue the procedure of configuring Hadoop security in CDH 5, follow the instructions in the section To deploy
the Kerberos keytab files.




Hadoop Users (user:group) and Kerberos Principals

During the Cloudera Manager/CDH installation process, several Linux user accounts and groups are created by default.
These are listed in the table below. Integrating the cluster to use Kerberos for authentication requires creating Kerberos
principals and keytabs for these user accounts.

E,i Note: Cloudera Manager 5.3 (and later releases) can be deployed in single user mode. In single user
mode, Hadoop users and groups are subsumed by cl ouder a- scm cl ouder a- scm Cloudera Manager
starts all Cloudera Manager Agent processes and services running on the nodes in the cluster as a unit
owned by thiscl ouder a- scm cl ouder a- scm Single user mode is not recommended for production

clusters.

Table 1: Users and Groups

Component Unix User ID Groups Functionality

(Version)

Cloudera Manager | cl ouder a- scm cl ouder a-scm Clusters managed by Cloudera Manager run Cloudera

(all versions) Manager Server, monitoring roles, and other Cloudera
Server processes as cloudera-scm.

Requires keytab file named cnf . keyt ab because
name is hard-coded in Cloudera Manager.

Apache Accumulo [accunul o accunul o Accumulo processes run as this user.

(Accumulo 1.4.3

and higher)

Apache Avro ~ ~ No special user:group.

Apache Flume flunme flume The sink that writes to HDFS as user must have write
privileges.

Apache HBase hbase hbase The Master and the RegionServer processes run as
this user.

HDFS hdf s hdfs, hadoop The NameNode and DataNodes run as this user, and
the HDFS root directory as well as the directories used
for edit logs should be owned by it.

Apache Hive hi ve hi ve The HiveServer2 process and the Hive Metastore
processes run as this user.

A user must be defined for Hive access to its
Metastore DB (for example, MySQL or Postgres) but
it can be any identifier and does not correspond to a
Unix uid. This is

j avax. j do. opti on. Connecti onUser Name in
hive-site.xml.

Apache HCatalog |hive hi ve The WebHCat service (for REST access to Hive
functionality) runs as the hi ve user.

HttpFS httpfs httpfs The HttpFS service runs as this user. See HttpFS
Security Configuration for instructions on how to
generate the merged ht t pf s- ht t p. keyt ab file.

Hue hue hue Hue services run as this user.
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Hue Load Balancer | apache apache The Hue Load balancer has a dependency on the

(Cloudera Manager apache2 package that uses the apache user name.

5.5 and higher) Cloudera Manager does not run processes using this
user ID.

Impala i npal a i npal a, hive Impala services run as this user.

Apache Kafka kaf ka kaf ka Kafka brokers and mirror makers run as this user.

(Cloudera

Distribution of

Kafka 1.2.0)

Java KeyStore KMS | kns ks The Java KeyStore KMS service runs as this user.

(CDH 5.2.1 and

higher)

Key Trustee KMS | kns ks The Key Trustee KMS service runs as this user.

(CDH 5.3 and

higher)

Key Trustee Server | keyt r ust ee keyt rust ee The Key Trustee Server service runs as this user.

(CDH 5.4 and

higher)

Kudu kudu kudu Kudu services run as this user.

Llama Il ama Il ama Llama runs as this user.

Apache Mahout |~ ~ No special users.

MapReduce mapr ed mapr ed, hadoop |Without Kerberos, the JobTracker and tasks run as
this user. The LinuxTaskController binary is owned by
this user for Kerberos.

Apache Oozie oozi e oozie The Oozie service runs as this user.

Parquet ~ ~ No special users.

Apache Pig ~ ~ No special users.

Cloudera Search |solr solr The Solr processes run as this user.

Apache Spark spar k spark The Spark History Server process runs as this user.

Apache Sentry sentry sentry The Sentry service runs as this user.

Apache Sqoop sqoop sqgoop This user is only for the Sqoop1 Metastore, a
configuration option that is not recommended.

Apache Sqoop2 sqoop2 sqoop, sqoop2 The Sqoop2 service runs as this user.

Apache Whirr ~ ~ No special users.

YARN yarn yarn, hadoop Without Kerberos, all YARN services and applications
run as this user. The LinuxContainerExecutor binary
is owned by this user for Kerberos.

Apache ZooKeeper | zookeeper zookeeper The ZooKeeper processes run as this user. It is not

configurable.
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Keytabs and Keytab File Permissions

Linux user accounts, such as hdf s, f| une, or mapr ed are mapped to the user name portion of the Kerberos principal

names, as follows:

user nane/ f gdn. exanpl e. com@OUR- REALM COM

For example, the Kerberos principal for Apache Flume would be:

fl une/ f qdn. exanpl e. com@yOUR- REALM COM

Keytabs that contain multiple principals are merged automatically from individual keytabs by Cloudera Manager. If
you do not use Cloudera Manager, you must merge the keytabs manually.

The table below lists the usernames to use for Kerberos principal names.

Table 2: Clusters Managed by Cloudera Manager

hdfs-DATANODE

Component (Unix | Service Kerberos Filename (*. | Keytab File |Keytab File | File
User ID) Principals | keytab) Owner Group Permission
(octal)
Cloudera Manager |NA cloudera-scm | cmf cloudera-scm | cloudera-scm | 600
(cl oudera-scm
Cloudera cloudera-mgmt- hdfs headlamp | cloudera-scm | cloudera-scm | 600
Management REPORTSMANAGER
Service
(cl oudera-scm
Cloudera cloudera-mgmt- hue cmon cloudera-scm | cloudera-scm | 600
Management SERVICEMONITOR,
Service cloudera-mgmt-
(cl oudera-scm |ACTIVITYMONITOR
Cloudera cloudera-mgmt- N/A N/A N/A N/A N/A
Management HOSTMONITOR
Service
(cl oudera-scm
Apache Accumulo | acumucl6ACIUMULOL6 MASTER | accumulo accumulo16 | cloudera-scm | cloudera-scm | 600
I
(accumul o) awmUoI6ACIUMULOI6 TRACRR
aumubl6ACIUMULO16 IVONITOR
accumulo16-ACCUMULO16_GC
aumuo16A00UMULO16 TSERVER
Flume (1 une) flume-AGENT flume flume cloudera-scm | cloudera-scm | 600
HBase (hbase) hbase-HBASETHRIFTSERVER | HTTP HTTP cloudera-scm | cloudera-scm | 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS ( hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs cloudera-scm | cloudera-scm | 600
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hdfs-
SECONDARYNAMENODE
Hive ( hi ve) hive-HIVESERVER2 hive hive cloudera-scm | cloudera-scm | 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (htt pfs) | hdfs-HTTPFS httpfs httpfs cloudera-scm | cloudera-scm | 600
Hue (hue) hue-KT_RENEWER hue hue cloudera-scm | cloudera-scm | 600
Impala (i npal a) |impala-STATESTORE impala impala cloudera-scm | cloudera-scm | 600
impala-CATALOGSERVER
impala-IMPALAD
Java KeyStore KMS | kms-KMS HTTP kms cloudera-scm | cloudera-scm | 600
(krs)
Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600
(kaf ka)
Apache Kafka kafka-KAFKA_MIRROR_MAKER | ldla mitor mrder | kafka kafka kafka 600
(kaf ka)
Key Trustee KMS keytrustee-KMS_KEYTRUSTEE | HTTP keytrustee | cloudera-scm | cloudera-scm | 600
(krs)
Llama (1| ama) impala-LLAMA llama, HTTP |llama cloudera-scm | cloudera-scm | 600
MapReduce mapreduce-JOBTRACKER | mapred, mapred cloudera-scm | cloudera-scm | 600
(mapred) mapreduce- TASKTRACKER | 11"
Oozie (00zi €) oozie-OOZIE_SERVER oozie, HTTP |oozie cloudera-scm | cloudera-scm | 600
Search (sol r) solr-SOLR_SERVER solr, HTTP solr cloudera-scm | cloudera-scm | 600
Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry cloudera-scm | cloudera-scm | 600
Spark (spar k) spark_on_yarn- spark spark cloudera-scm | cloudera-scm | 600
SPARK_YARN_HISTORY_SERVER
YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn cloudera-scm | cloudera-scm | 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600
ZooKeeper zookeeper-server zookeeper |zookeeper |cloudera-scm | cloudera-scm | 600

(zookeeper)

Table 3: CDH Clusters Not Managed by Cloudera Manager

Apache Accumulo | accumulo16-ACCUMULO16_MASTER | accumulo

(accumul o) |
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accumulol6 | accumulo

accumulo

600
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accumulo16-ACCUMULO16_TRACER

accumulo16-ACCUMULO16_IMONITOR

accumulo16-ACCUMULO16_GC

accumulo16-ACCUMULO16_TSERVER

Flume (f | une) flume-AGENT flume flume flume flume 600
HBase (hbase) hbase-HBASETHRIFTSERVER HTTP HTTP hbase hbase 600
hbase-REGIONSERVER hbase hbase
hbase-HBASERESTSERVER
hbase-MASTER
HDFS (hdf s) hdfs-NAMENODE hdfs, HTTP | hdfs hdfs hdfs 600
hdfs-DATANODE
hdfs- SECONDARYNAMENODE
Hive (hi ve) hive-HIVESERVER2 hive hive hive hive 600
hive-WEBHCAT HTTP HTTP
hive-HIVEMETASTORE hive hive
HttpFS (ht t pf s) | hdfs-HTTPFS httpfs httpfs httpfs httpfs 600
Hue (hue) hue-KT_RENEWER hue hue hue hue 600
Impala (i npal a) |impala-STATESTORE impala impala impala impala 600
impala-CATALOGSERVER
impala-IMPALAD
Llama (11 ama) |impala-LLAMA llama, llama llama llama 600
HTTP
Java KeyStore kms-KMS HTTP kms kms kms 600
KMS (kns)
Apache Kafka kafka-KAFKA_BROKER kafka kafka kafka kafka 600
(kaf ka)
Apache Kafka kafka-MIRROR_MAKER Ida i mder | kafka kafka kafka 600
(kaf ka)
Key Trustee KMS | kms-KEYTRUSTEE HTTP kms kms kms 600
(krrs)
MapReduce mapreduce-JOBTRACKER mapred, mapred mapred hadoop 600
(mapr ed) mapreduce- TASKTRACKER HTTP
Oozie (oozi €) oozie-OOZIE_SERVER oozie, oozie oozie oozie 600
HTTP
Search (sol r) solr-SOLR_SERVER solr, HTTP |solr solr solr 600
Sentry (sentry) |sentry-SENTRY_SERVER sentry sentry sentry sentry 600
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Component (Unix | Service Kerberos |Filename |Keytab File | Keytab File | File

User ID) Principals | (*.keytab) Owner Group Permission
(octal)
Spark (spar k) spark_on_yarn- spark spark spark spark 600
SPARK_YARN_HISTORY_SERVER
YARN (yar n) yarn-NODEMANAGER yarn, HTTP |yarn yarn hadoop 644
yarn- RESOURCEMANAGER 600
yarn-JOBHISTORY 600
ZooKeeper zookeeper-server zookeeper |zookeeper |zookeeper |zookeeper |600

(zookeeper)

Mapping Kerberos Principals to Short Names

You configure the mapping from Kerberos principals to short names in the hadoop. security. auth_to_| ocal
property setting in the cor e- si t e. xni file. Kerberos has this support natively, and Hadoop's implementation uses
Kerberos's configuration language to specify the mapping.

A mapping consists of a set of rules that are evaluated in the order listed in the hadoop. security. auth_to_| ocal
property. The first rule that matches a principal name is used to map that principal name to a short name. Any later
rules in the list that match the same principal name are ignored.

You specify the mapping rules on separate lines in the hadoop. security. auth_to_| ocal property as follows:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
RULE: [ <pri nci pal translation>](<acceptance filter>)<short name substitution>
DEFAULT
</ val ue>

</ property>

E,’ Note: Youcanalsosetaut h_to_| ocal rulesinkrb5. conf using MIT Kerberos. If you do, be aware
that the format is different, and the rules described below will fail if used in this context. For details
about the correct kr b5. conf format, see MIT Kerberos krb5.conf.

Mapping Rule Syntax

To specify a mapping rule, use the prefix string RULE: followed by three sections—principal translation, acceptance
filter, and short name substitution—described in more detail below. The syntax of a mapping rule is:

RULE: [ <princi pal translation>](<acceptance filter>)<short nane substitution>

Principal Translation

The first section of a rule, <pri nci pal transl ati on>, performs the matching of the principal name to the rule. If
there is a match, the principal translation also does the initial translation of the principal name to a short name. In the
<princi pal translation>section, you specify the number of components in the principal name and the pattern
you want to use to translate those principal component(s) and realm into a short name. In Kerberos terminology, a
principal name is a set of components separated by slash (/") characters.

The principal translation is composed of two parts that are both specified within "[ ]" using the following syntax:
[ <nunmber of conponents in principal name>:<initial specification of short nanme>]

where:


http://web.mit.edu/kerberos/krb5-latest/doc/admin/conf_files/krb5_conf.html#realms

<number of components in principal name> — This first part specifies the number of components in the principal name
(not including the realm) and must be 1 or 2. A value of 1 specifies principal names that have a single component (for
example, hdf s), and 2 specifies principal names that have two components (for example,

hdf s/ fully. qualified.domai n. nane). A principal name that has only one component will only match
single-component rules, and a principal name that has two components will only match two-component rules.

<initial specification of short name> — This second part specifies a pattern for translating the principal component(s)
and the realm into a short name. The variable SO translates the realm, $1 translates the first component, and $2
translates the second component.

Here are some examples of principal translation sections. These examples use at m@'OUR- REALM COMand
atm ful ly. qualified. donmai n. nane@OUR- REALM COMas principal name inputs:

This Principal | Translates atm@YOUR-REALM. | Translates atm/fully.qualified.domain.name@YOUR-REALM.COM
Translation COM into this short name into this short name

[1:$1@0] |atm@YOUR-REALM.COM Rule does not match®

[ 1: $1] atm Rule does not match®

[1: $1. f 00] atm.foo Rule does not match®

[2: $1/ $2@0] | Rule does not match? atm/fully.qualified.domain.name@YOUR-REALM.COM

[2: $1/ $2] Rule does not match’ atm/fully.qualified.domain.name

[2: $1@50] Rule does not match? atm@YOUR-REALM.COM

[2: $1] Rule does not match? atm

Footnotes:

Rule does not match because there are two components in principal name
atnmi fully.qualified.domai n. name @OUR- REALM COM

%Rule does not match because there is one component in principal name at m@’OUR- REALM COM
Acceptance Filter

The second section of a rule, (<accept ance filter>), matches the translated short name from the principal
translation (that is, the output from the first section). The acceptance filter is specified in "( )" characters and is a
standard regular expression. A rule matches only if the specified regular expression matches the entire translated short
name from the principal translation. That is, there's an implied ~ at the beginning of the pattern and an implied $ at
the end.

Short Name Substitution

The third and final section of a ruleisthe (<short name substituti on>).Ifthereisa match inthe second section,
the acceptance filter, the (<short name substitution>) section does a final translation of the short name from
the first section. This translation is a sed replacement expression (s/ . ../ .../ g) that translates the short name from
the first section into the final short name string. The short name substitution section is optional. In many cases, it is
sufficient to use the first two sections only.

Converting Principal Names to Lowercase

In some organizations, naming conventions result in mixed-case usernames (for example, John. Doe) or even uppercase
usernames (for example, JDOE) in Active Directory or LDAP. This can cause a conflict when the Linux username and
HDFS home directory are lowercase.

To convert principal names to lowercase, append / L to the rule.
Example Rules

Suppose all of your service principals are either of the form
App. servi ce-name/ ful ly. qualified. domai n. name @COUR- REALM COMor



App. servi ce- name@OUR- REALM COM and you want to map these to the short name string ser vi ce- name. To do
this, your rule set would be:

<property>
<name>hadoop. security. aut h_t o_| ocal </ name>
<val ue>

RULE: [ 1: $1] (App\..*)s/ App\.(.*)/$1/g
RULE: [ 2: $1] (App\..*)s/App\.(.*)/$1/g
DEFAULT
</ val ue>

</ property>

The first $1 in each rule is a reference to the first component of the full principal name, and the second $1 is a regular
expression back-reference to text that is matched by (. *).

In the following example, suppose your company's naming scheme for user accounts in Active Directory is
Firstnamelastname (for example, JohnDoe), but user home directories in HDFS are / user/ f i r st nanel ast nane.
The following rule set converts user accounts in the CORP. EXAMPLE. COMdomain to lowercase.

<property>
<nanme>hadoop. security. aut h_to_| ocal </ nanme>
<val ue>
RULE: [ 2: $1@0] ( HTTP@ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$
RULE: [ 1: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
RULE: [ 2: $1@0] (. * @ QCORP. EXAMPLE. COM E$) s/ @ QCORP. EXAMPLE. COM E$/ /
DEFAULT
</val ue>

</ property>

/1
/L
/L

In this example, the JohnDoe @ORP. EXAMPLE. COMprincipal becomes the j ohndoe HDFS user.
Default Rule

You can specify an optional default rule called DEFAULT (see example above). The default rule reduces a principal
name down to its first component only. For example, the default rule reduces the principal names at M@¥OUR- REALM COM
oratm fully.qualified. domai n. nane @OUR- REALM COMdown to at m assuming that the default domain is
YOUR- REALM COM

The default rule applies only if the principal is in the default realm.
If a principal name does not match any of the specified rules, the mapping for that principal name will fail.
Testing Mapping Rules

You can test mapping rules for a long principal name by running:

$ hadoop org. apache. hadoop. securi ty. HadoopKer ber osName namel name2 nane3

Configuring Authentication for Other Components

The pages in this section provide configuration steps for many components that may or may not be configured by
default during Kerberos configuration. Some components use native authentication rather than or in addition to
Kerberos.

Flume Authentication

Flume agents can store data on an HDFS filesystem. For clusters configured to use Kerberos authentication, Flume
requires a Kerberos principal and keytab to authenticate to the cluster, which then interacts with HDFS, MapReduce,
and other cluster services on behalf of the Flume agent.

Enabling Flume to use Kerberos authentication on a cluster assumes that cluster has been configured to integrate with
Kerberos. See Configuring Hadoop Security in CDH 5 for details.




The steps below have been tested with CDH 5 and MIT Kerberos 5 only. The discussion includes an example of configuring
user f | une for Kerberos authentication as an HDFS client. Configuring authentication between Flume agents is not
covered.

Configuring Kerberos for Flume Sinks
Writing as a single user for all HDFS sinks in a given Flume agent

The Hadoop services require a three-part principal that has the form of

usernanme/ ful l y. qual i fi ed. domai n. name @OUR- REALM COM Cloudera recommends using f | une as the first
component and the fully qualified domain name of the host machine as the second. Assuming that Kerberos and
security-enabled Hadoop have been properly configured on the Hadoop cluster itself, you must add the following
parameters to the Flume agent's f | ume. conf configuration file, which is typically located at
[etc/flune-ng/conf/flune. conf:

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal =
flume/fully.qualified.domai n. name@OUR- REALM COM
agent Nane. si nks. si nkNane. hdf s. ker ber osKeytab = /etc/flune-ng/conf/flune. keyt ab

where:

agent Nane is the name of the Flume agent being configured, which in this release defaults to the value "agent".
si nkNane is the name of the HDFS sink that is being configured. The respective sink's t ype must be HDFS. These
properties can also be set using the substitution strings SKERBEROS_PRINCIPAL and SKERBEROS_KEYTAB, respectively.

In the previous example, f | une is the first component of the principal name, ful I y. qual i fi ed. domai n. nane is
the second, and YOUR- REALM COMis the name of the Kerberos realm your Hadoop cluster is in. The
/etc/flume-ng/ conf/flune. keyt ab file contains the keys necessary for

flune/fully.qualified. domai n. name @OUR- REALM COMto authenticate with other services.

Flume and Hadoop also provide a simple keyword, HOST, that expands to the fully qualified domain name of the host
machine where the service is running, so you can use one f | une. conf file with the same hdf s. ker ber osPri nci pal
value on all of your agent host machines.

agent Nane. si nks. si nkNane. hdf s. ker ber osPri nci pal = fl une/ _HOST@OUR- REALM COM

Writing as different users across multiple HDFS sinks in a single Flume agent

Hadoop users, such as secure impersonation of Hadoop users (similar to "sudo" in UNIX). This is implemented in a way
similar to how Oozie implements secure user impersonation.

The following steps to set up secure impersonation from Flume to HDFS assume your cluster is configured using
Kerberos. (However, impersonation also works on non-Kerberos secured clusters, and Kerberos-specific aspects should
be omitted in that case.)

1. Configure Hadoop to allow impersonation. Add the following configuration properties to your core-si te. xnl .

<property>

<nanme>hadoop. proxyuser. f| une. gr oups</ nane>

<val ue>groupl, gr oup2</ val ue>

<description>All ow the flune user to inpersonate any nenbers of groupl and
group2</ descri ption>
</ property>
<property>

<nane>hadoop. proxyuser. f| une. host s</ nane>

<val ue>host 1, host 2</ val ue>

<description>All ow the flune user to connect only fromhostl and host2 to i npersonate
a user</description>
</ property>

You can use the wildcard character * to enable impersonation of any user from any host. For more information,
see Secure Impersonation.



http://hadoop.apache.org/docs/stable/hadoop-project-dist/hadoop-common/Superusers.html

2. Set up a Kerberos keytab for the Kerberos principal and host Flume is connecting to HDFS from. This user must
match the Hadoop configuration in the preceding step. For instructions, see Configuring Hadoop Security in CDH
5.

3. Configure the HDFS sink with the following configuration options:

4. hdf s. kerber osPri nci pal -fully qualified principal. Note: _HOST will be replaced by the hostname of the local
machine (only in-between the / and @characters)

5. hdf s. ker ber osKeyt ab - location on the local machine of the keytab containing the user and host keys for the
above principal

6. hdf s. proxyUser - the proxy user to impersonate

Example snippet (the majority of the HDFS sink configuration options have been omitted):

agent . si nks. si nk-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker berosPrinci pal = fl une/_HOST@OUR- REALM COM
agent . si nks. si nk- 1. hdf s. ker berosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 1. hdfs. proxyUser = webl ogs

agent . si nks. si nk-2.type = HDFS

agent . si nks. si nk- 2. hdf s. ker berosPri nci pal = flume/_HOST@/OUR- REALM COM
agent . si nks. si nk- 2. hdf s. kerberosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 2. hdf s. proxyUser = appl ogs

In the above example, the flume Kerberos principal impersonates the user webl ogs in si nk- 1 and the user appl ogs
in si nk- 2. This will only be allowed if the Kerberos KDC authenticates the specified principal (f | ure in this case), and
the if NameNode authorizes impersonation of the specified proxy user by the specified principal.

Limitations

Flume does not support using multiple Kerberos principals or keytabs in the same agent. Creating files on HDFS as
different users requires impersonation. To impersonate various other users, configure a single principal in Hadoop to
impersonate all other user accounts.

In addition, the same keytab path must be used across all HDFS sinks in the same agent. Attempting to configure
multiple principals or keytabs in the same agent raises a Flume error message:

Cannot use nultiple kerberos principals in the sane agent. Miust restart agent to use
new princi pal or keytab.

Configuring Kerberos for Flume Thrift Source and Sink Using Cloudera Manager

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.

1. Open the Cloudera Manager Admin Console and go to the Flume service.
. Click the Configuration tab.

. Select Scope > Agent.

. Select Category > Main.

. Edit the Configuration File property and add the Thrift source and sink properties listed in the tables below to the
configuration file.

g b WN

Table 4: Thrift Source Properties

Property Description

ker ber os Set to t r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required
for successful authentication. The Thrift source in secure mode,
will accept connections only from Thrift sinks that have
Kerberos-enabled and are successfully authenticated to the KDC.




Property

Description

agent - princi pal

The Kerberos principal used by the Thrift Source to authenticate
to the KDC.

agent - keyt ab

The path to the keytab file used by the Thrift Source in combination
with the agent - pri nci pal to authenticate to the KDC.

Table 5: Thrift Sink Properties

Property

Description

ker ber os

Set tot r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled
Thrift Source.

client-principal

The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab

The path to the keytab file used by the Thrift Sink in combination
with the cl i ent - pri nci pal to authenticate to the KDC.

server-princi pal

The principal of the Thrift Source to which this Thrift Sink connects.

E,i Note: Since Cloudera Manager generates the Flume keytab files for you, and the locations of

the keytab files cannot be known beforehand, substitution variables are required for Flume.
Cloudera Manager provides two Flume substitution variables called $SKERBEROS PRI NCI PAL
and $KERBERCS_KEYTAB to configure the principal name and the keytab file path respectively

on each host.

Make sure you are configuring these properties for each Thrift source and sink instance managed by Cloudera
Manager. For example, for agent al, source r 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl

al.sources.rl. kerberos=true

al.sources.rl.agent-principal =<source_pri nci pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink kil

al. si nks. k1. ker beros=true

al. sinks. kl.client-principal =<si nk_princi pal >
al. si nks. k1. client-keytab=<pat h/to/sink/keyt ab>
al. sinks. k1. server-princi pal =<pat h/ t o/ sour ce/ keyt ab>

6. Click Save Changes to commit the changes.

7. Restart the Flume service.

Configuring Kerberos for Flume Thrift Source and Sink Using the Command Line

The Thrift source can be configured to start in secure mode by enabling Kerberos authentication. To communicate
with a secure Thrift source, the Thrift sink should also be operating in secure mode.

The following tables list the properties that must be configured in the / et ¢/ f 1 une- ng/ conf/ f I une. conf file to
enable Kerberos for Flume's Thrift source and sink instances.




Table 6: Thrift Source Properties

Property Description

ker ber os Set to t r ue to enable Kerberos authentication. The

agent - pri nci pal and agent - keyt ab properties are required for
successful authentication. The Thrift source in secure mode, will accept
connections only from Thrift sinks that have Kerberos-enabled and
are successfully authenticated to the KDC.

agent - pri nci pal The Kerberos principal used by the Thrift Source to authenticate to
the KDC.
agent - keyt ab The path to the keytab file used by the Thrift Source in combination

with the agent - pri nci pal to authenticate to the KDC.

Table 7: Thrift Sink Properties

Property Description

ker ber os Set to t r ue to enable Kerberos authentication. In Kerberos mode,
client-principal, client-keytab and server-principal are required for
successful authentication and communication to a Kerberos enabled

Thrift Source.

client-principal The principal used by the Thrift Sink to authenticate to the Kerberos
KDC.

client-keytab The path to the keytab file used by the Thrift Sink in combination with

thecl i ent-princi pal to authenticate to the KDC.

server - princi pal The principal of the Thrift Source to which this Thrift Sink connects.

Make sure you are configuring these properties for each Thrift source and sink instance. For example, for agent al,
sourcer 1, and sink k1, you would add the following properties:

# Kerberos properties for Thrift source sl

al. sources. rl. kerberos=true
al.sources.rl.agent-principal =<source_pri nci pal >
al. sources. rl. agent - keyt ab=<pat h/ t o/ sour ce/ keyt ab>

# Kerberos properties for Thrift sink k1l

al. si nks. k1. ker ber os=true

al.sinks. kl.client-principal =<si nk_pri nci pal >

al. sinks. k1. client-keytab=<pat h/t o/ si nk/ keyt ab>

al. si nks. k1. server-princi pal =<pat h/ t o/ sour ce/ keyt ab>

Configure these sets of properties for as many instances of the Thrift source and sink as needed to enable Kerberos.

Flume Account Requirements

This section provides an overview of the account and credential requirements for Flume to write to a Kerberized HDFS.
Note the distinctions between the Flume agent machine, DataNode machine, and NameNode machine, as well as the
f 1 ume Unix user account versus the f | ume Hadoop/Kerberos user account.

e Each Flume agent machine that writes to HDFS (using a configured HDFS sink) needs a Kerberos principal of the
form:

flume/fully.qualified.domai n. name@OUR- REALM COM

where ful ly. qual i fi ed. domai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR- REALM COMis the Kerberos realm.



Each Flume agent machine that writes to HDFS does not need to have a f | une Unix user account to write files
owned by the f | ume Hadoop/Kerberos user. Only the keytab for the f | ume Hadoop/Kerberos user is required
on the Flume agent machine.

DataNode machines do not need Flume Kerberos keytabs and also do not need the f | urre Unix user account.

TaskTracker (MRv1) or NodeManager (YARN) machines need a f | ume Unix user account if and only if MapReduce
jobs are being run as the f | ume Hadoop/Kerberos user.

The NameNode machine needs to be able to resolve the groups of the f | une user. The groups of the f | une user
on the NameNode machine are mapped to the Hadoop groups used for authorizing access.

The NameNode machine does not need a Flume Kerberos keytab.

Testing the Flume HDFS Sink Configuration

To test whether your Flume HDFS sink is properly configured to connect to your secure HDFS cluster, you must run
data through Flume. An easy way to do this is to configure a Netcat source, a Memory channel, and an HDFS sink. Start
Flume with that configuration, and use the nc command (available freely online and with many UNIX distributions) to
send events to the Netcat source port. The resulting events should appear on HDFS in the configured location. If the
events do not appear, check the Flume log at/ var /| og/ f | ume- ng/ f | une. | og for any error messages related to
Kerberos.

Writing to a Secure HBase Cluster

Before you write to a secure HBase cluster, be aware of the following:

Flume must be configured to use Kerberos security as documented above, and HBase must be configured to use
Kerberos security as documented in HBase Security Configuration.

The hbase-si te. xm file, which must be configured to use Kerberos security, must be in Flume's classpath or
HBASE_HOVE/ conf .

HBaseSink or g. apache. f | une. si nk. hbase. HBaseSi nk supports secure HBase, but AsyncHBaseSink
or g. apache. f | une. si nk. hbase. AsyncHBaseSi nk does not.

The Flume HBase sink takes the ker ber osPri nci pal and ker ber osKeyt ab parameters:

— kerberosPrinci pal —specifies the Kerberos principal to be used
— ker ber osKeyt ab — specifies the path to the Kerberos keytab
— These are defined as:

agent . si nks. hbaseSi nk. ker berosPrinci pal = flune/fully.qualified. domai n. name@COUR- REALM COM
agent . si nks. hbaseSi nk. ker ber oskeytab = /etc/fl une-ng/conf/flune. keyt ab

— You can use the $SKERBEROS_PRI NCI PAL and $KERBEROS_KEYTAB substitution variables to configure the
principal name and the keytab file path. See the following documentation for steps on how to configure the
substitution variables: Use Substitution Variables for the Kerberos Principal and Keytab.

If HBase is running with the AccessController coprocessor, the f | une user (or whichever user the agent is running
as) must have permissions to write to the same table and the column family that the sink is configured to write
to. You can grant permissions using the gr ant command from HBase shell as explained in HBase Security
Configuration.

The Flume HBase Sink does not currently support impersonation; it will write to HBase as the user the agent is
being run as.

If you want to use HDFS Sink and HBase Sink to write to HDFS and HBase from the same agent respectively, both
sinks have to use the same principal and keytab. If you want to use different credentials, the sinks have to be on
different agents.

Each Flume agent machine that writes to HBase (using a configured HBase sink) needs a Kerberos principal of the
form:

flume/fully.qualified. domai n. nane@OUR- REALM COM



whereful | y. qual i fi ed. domai n. nane is the fully qualified domain name of the given Flume agent host
machine, and YOUR-REALM.COM is the Kerberos realm.

Using Substitution Variables for Flume Kerberos Principal and Keytab
Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Flume instances running on clusters that use Kerberos for authentication require the Kerberos principal and keytab
for the HDFS sink or HBase sink to be configured in the f | une. conf file. Cloudera Manager generates Flume keytab
files automatically. However, the location of the files is not known in advance, so Cloudera Manager provides two
substitution variables to use for these Kerberos artifacts as shown in the table:

Kerberos Description Substitution variable
kerberosPrincipal Fully qualified principal name, such as service/user@DOMAIN | SKERBEROS_PRINCIPAL
kerberosKeytab Location on the host to keytabs for kerberos principal SKERBEROS_KEYTAB

Use the Flume substitution variables for the principal name and the keytab file path on each host. Here are some usage
examples:

e HDFS Sink Example on page 116
e HBase Sink Example on page 116
e Configuring Flume Substitution Variables Using Cloudera Manager Admin Console on page 116

HDFS Sink Example

The following example shows an HDFS sink configuration in the f | une. conf file (the majority of the HDFS sink
configuration options have been omitted):

agent . si nks. si nk-1.type = HDFS

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = fl une/_HOST@OUR- REALM COM
agent . si nks. si nk- 1. hdf s. ker berosKeytab = /etc/fl ume-ng/conf/fl ume. keyt ab
agent . si nks. si nk- 1. hdfs. proxyUser = webl ogs

The text below shows the same configuration options with the substitution variables:

agent . si nks. sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBERGCS_PRI NCl PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

HBase Sink Example
The following example shows an HBase sink configuration in the f | urme. conf file (the majority of the HBase sink

configuration options have been omitted):

agent . si nks. si nk-1.type = hbase
agent . si nks. si nk-1. kerberosPri nci pal = flunme/_HOST@OUR- REALM COM
agent . si nks. si nk- 1. ker ber oskKeytab = /etc/fl une-ng/conf/fl une. keyt ab

The text below shows the same configuration options with the substitution variables:

agent . si nks. si nk-1.type = hbase
agent . si nks. si nk- 1. ker ber osPri nci pal = $KERBERCS_PRI NCl PAL
agent . si nks. si nk- 1. ker ber osKeyt ab = $KERBERCS_KEYTAB

Configuring Flume Substitution Variables Using Cloudera Manager Admin Console

Complete the following steps to have Cloudera Manager add these variables to the f | une. conf file on every host
that Cloudera Manager manages.



. Login to the Cloudera Manager Admin Console.

. Select Clusters > Flume service.

. Click the Configuration tab.

. Select Agent for the Scope filter.

. In the Configuration File property, set the agent sinks used by your cluster equal to the substitution variables. For
example, for an HDFS sink, the values would be specified as follows:

Ui B WIN =

agent . sinks.sink-1.type = hdfs

agent . si nks. si nk- 1. hdf s. ker ber osPri nci pal = $KERBEROS_PRI NCl PAL
agent . si nks. si nk- 1. hdf s. ker ber osKeyt ab = $KERBEROS_KEYTAB

agent . si nks. si nk- 1. hdf s. proxyUser = webl ogs

6. Click Save Changes.

HBase Authentication
To configure HBase security, complete the following tasks:

1. Configure HBase Authentication: You must establish a mechanism for HBase servers and clients to securely identify
themselves with HDFS, ZooKeeper, and each other. This ensures that hosts are who they claim to be.

E’; Note:

¢ To enable HBase to work with Kerberos security, you must perform the installation and
configuration steps in Configuring Hadoop Security in CDH 5 and ZooKeeper Security

Configuration.

¢ Although an HBase Thrift server can connect to a secured Hadoop cluster, access is not
secured from clients to the HBase Thrift server. To encrypt communication between clients
and the HBase Thrift Server, see Configuring TLS/SSL for HBase Thrift Server on page 208.

The following sections describe how to use Apache HBase and CDH 5 with Kerberos security:

e Configuring Kerberos Authentication for HBase on page 117
e Configuring Secure HBase Replication on page 123
¢ Configuring the HBase Client TGT Renewal Period on page 124

2. Configure HBase Authorization: You must establish rules for the resources that clients are allowed to access. For
more information, see Configuring HBase Authorization on page 186.

Using the Hue HBase App

Hue includes an HBase App that allows you to interact with HBase through a Thrift proxy server. Because Hue sits
between the Thrift server and the client, the Thrift server assumes that all HBase operations come from the hue user
and not the client. To ensure that users in Hue are only allowed to perform HBase operations assigned to their own
credentials, and not those of the hue user, you must enable HBase impersonation. For more information about the
how to enable doAs Impersonation for the HBase Browser Application, see Enabling the HBase Browser Application
with doAs Impersonation.

Configuring Kerberos Authentication for HBase

Using Kerberos for authentication for the HBase component requires that you also use Kerberos authentication for
ZooKeeper. This means that HBase Master, RegionServer, and client hosts must each have a Kerberos principal for
authenticating to the ZooKeeper ensemble. The steps below provide the details. Before you start, be sure that:

e Kerberos is enabled for the cluster, as detailed in Enabling Kerberos Authentication Using the Wizard.
e Kerberos principals for Cloudera Manager Server, HBase, and ZooKeeper hosts exist and are available for use. See
Managing Kerberos Credentials Using Cloudera Manager on page 65 for details.



http://gethue.com/the-web-ui-for-hbase-hbase-browser/
http://gethue.com/hbase-browsing-with-doas-impersonation-and-kerberos/

Cloudera Manager automatically configures authentication between HBase to ZooKeeper and sets up the HBase Thrift
gateway to support impersonation (doAs). However, you must manually configure the HBase REST service for Kerberos
(it currently uses Simple authentication by default, instead of Kerberos). See Configure HBase REST Server for Kerberos
Authentication on page 118 for details.

’ Note: Impersonation (doAs) cannot be used with Thrift framed transport (TFramedTransport) because
El SASL does not work with Thrift framed transport.

You can use either Cloudera Manager or the command line to configure Kerberos authentication for HBase. Using
Cloudera Manager simplifies the process, but both approaches are detailed below. This page includes these topics:

Configuring Kerberos Authentication for HBase Using Cloudera Manager

Cloudera Manager simplifies the task of configuring Kerberos authentication for HBase.
Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using Cloudera Manager
Required Role: Cluster Administrator or Full Administrator

1. Log on to Cloudera Manager Admin Console.

. Go to the HBase service (select Clusters > HBASE).

. Click the Configuration tab.

. Under the Scope filter, click HBase (Service-Wide).

. Under the Category filter, click Security.

. Ensure the Kerberos principal for the HBase service was generated.

. Find the HBase Secure Authentication property (type "HBase Secure" in the Search box, if necessary), and confirm
(or enter) the principal to use for HBase.

8. Select kerberos as the authentication type.

9. Click Save Changes.

10 Restart the role.

11. Restart the service. Select Restart from the Actions drop-down menu adjacent to HBASE-n (Cluster).

NoO v b~ WN

Configure HBase Servers and Clients to Authenticate with a Secure ZooKeeper

As mentioned above, secure HBase also requires secure ZooKeeper. The various HBase host systems—Master,
RegionServer, and client—must have a principal to use to authenticate to the secure ZooKeeper ensemble. This is
handled transparently by Cloudera Manager when you enable Kerberos as detailed above.

Configure HBase REST Server for Kerberos Authentication

Currently, the HBase REST Server uses Simple (rather than Kerberos) authentication by default. You must manually
modify the setting using the Cloudera Manager Admin Console, as follows:

1. Log on to Cloudera Manager Admin Console.

. Select Clusters > HBASE.

. Click the Configuration tab.

. Under the Scope filter, click HBase (Service-Wide).
. Under the Category filter, click Security.

. Find the HBase REST Authentication property:

o~ WN

HBase REST HBASE-1 (Service-Wide) C
Authentication

_ simple
hbase.rest.authenticatio

T © kerberos

7. Click kerberos to select Kerberos instead of simple authentication.
8. Click Save Changes.

9. Restart the role.



10 Restart the service. Select Restart from the Actions drop-down menu adjacent to HBASE-n (Cluster).

Configuring Kerberos Authentication for HBase Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

e This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

Configure HBase Servers to Authenticate with a Secure HDFS Cluster Using the Command Line

To configure HBase servers to authenticate with a secure HDFS cluster, do the following:

Enable HBase Authentication

Set the hbase. security. aut henti cati on property to ker ber os in hbase-si t e. xnl on every host acting as an
HBase master, RegionServer, or client. In CDH 5, hbase. r pc. engi ne is automatically detected and does not need to
be set.

<property>
<nanme>hbase. security. aut henti cati on</ nanme>
<val ue>ker ber os</ val ue>

</ property>

Configure HBase Kerberos Principals

To run on a secure HDFS cluster, HBase must authenticate itself to the HDFS services. HBase acts as a Kerberos principal
and needs Kerberos credentials to interact with the Kerberos-enabled HDFS daemons. You can authenticate a service
by using a keytab file, which contains a key that allows the service to authenticate to the Kerberos Key Distribution
Center (KDC).

1. Create a service principal for the HBase server using the following syntax. This principal is used to authenticate
the HBase server with the HDFS services. Cloudera recommends using hbase as the username.

$ kadnmin
kadmi n: addprinc -randkey hbase/fully. qualified. domai n. name @OUR- REALM COM

fully.qualified.domai n. nane is the host where the HBase server is running, and YOUR- REALMis the name
of your Kerberos realm.

2. Create a keytab file for the HBase server.

$ kadnmin
kadnmi n: xst -k hbase. keytab hbase/fully.qualified.donai n. nane

3. Copy the hbase. keyt ab file to the / et ¢/ hbase/ conf directory on the HBase server host. The owner of the
hbase. keyt ab file should be the hbase user, and the file should have owner-only read permissions—that is,
assign the file 0400 permissions and make it owned by hbase: hbase.

R 1 hbase hbase 1343 2012-01-09 10:39 hbase. keytab

4. To test that the keytab file was created properly, try to obtain Kerberos credentials as the HBase principal using
only the keytab file. Substitute your f ul | y. qual i fi ed. domai n. nane and realm in the following command:

$ kinit -k -t /etc/hbase/conf/hbase. keyt ab
hbase/ful ly. qualified. domai n. nane@OUR- REALM COM


http://www.cloudera.com/content/support/en/documentation.html

5. Inthe/ et c/ hbase/ conf/ hbase-si t e. xm configuration file on all cluster hosts running the HBase daemon,
add the following lines:

<property>
<nanme>hbase. regi onserver. ker ber os. pri nci pal </ name>
<val ue>hbase/ _HOST@OUR- REALM COWK/ val ue>

</ property>

<property>
<name>hbase. r egi onserver. keyt ab. fi | e</ name>

<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

<property>
<nanme>hbase. mast er. ker ber os. pri nci pal </ name>
<val ue>hbase/ _HOST@OUR- REALM COWK/ val ue>

</ property>

<property>

<nanme>hbase. mast er. keyt ab. fi | e</ nane>

<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

Configure HBase Servers and Clients to Authenticate with a Secure ZooK eeper

To run a secure HBase, you must also use a secure ZooKeeper. To use a secure ZooKeeper, each HBase host machine
(Master, RegionServer, and client) must have a principal that allows it to authenticate with your secure ZooKeeper
ensemble. The steps below assume that:

e ZooKeeper has been secured per the steps in ZooKeeper Security Configuration.
e ZooKeeper is not managed by HBase.

¢ You have successfully completed steps above (Enable HBase Authentication, Configure HBase Kerberos Principals)
and have principal and keytab files in place for every HBase server and client.

To configure HBase Servers and clients to authenticate to ZooKeeper, you must:
Configure HBase JVMs (all Masters, RegionServers, and clients) to Use JAAS

1. On each host, set up a Java Authentication and Authorization Service (JAAS) by creating a
/ et c/ hbase/ conf/ zk-j aas. conf file that contains the following:

Cient {
com sun. security. aut h. modul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
useTi cket Cache=f al se
keyTab="/ et ¢/ hbase/ conf/ hbase. keyt ab"
princi pal ="hbase/ful l y. qualifi ed. domai n. nane @YOUR- REALM>" ;
b

2. Modify the hbase- env. sh file on HBase server and client hosts to include the following:

export HBASE_OPTS="$HBASE_OPTS
-Dj ava. security. auth. | ogin. confi g=/etc/hbase/ conf/zk-jaas. conf"
export HBASE_MANAGES_ ZK=f al se

3. Restart the HBase cluster.

Configure the HBase Servers (Masters and RegionServers) to Use Authentication to Connect to ZooK eeper

E,i Note: These steps are required for command-line configuration only. Cloudera Manager does this
automatically.



1. Update your hbase- si t e. xml on each HBase server host with the following properties:

<configuration>
<property>
<nanme>hbase. zookeeper . quor unx/ name>
<val ue>$ZK NODES</ val ue>
</ property>
<property>
<nanme>hbase. cl ust er. di stri but ed</ nane>
<val ue>true</val ue>
</ property>
</ configuration>

$ZK_NODES is the comma-separated list of hostnames of the ZooKeeper Quorum hosts that you configured
according to the instructions in ZooKeeper Security Configuration.

2. Add the following lines to the ZooKeeper configuration file zoo. cf g:

ker ber os. renoveHost FronPri nci pal =true
ker ber os. remobveReal nFronPri nci pal =true

3. Restart ZooKeeper.

Configure Authentication for the HBase REST and Thrift Gateways

By default, the REST gateway does not support impersonation, but accesses HBase as a statically configured user. The
actual user who initiated the request is not tracked. With impersonation, the REST gateway user is a proxy user. The
HBase server records the actual user who initiates each request and uses this information to apply authorization.

1. Enable support for proxy users by adding the following properties to hbase- si t e. xnl . Substitute the REST
gateway proxy user for SUSER, and the allowed group list for SGROUPS.

<property>
<nanme>hbase. security. aut hori zati on</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<name>hadoop. pr oxyuser . $USER. gr oups</ name>
<val ue>$GROUPS</ val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . $USER. host s</ nane>
<val ue>$GROUPS</ val ue>

</ property>

2. Enable REST gateway impersonation by adding the following to the hbase- si t e. xni file for every REST gateway:

<property>
<nane>hbase. rest. aut henti cati on. t ype</ nane>
<val ue>ker ber os</ val ue>
</ property>
<property>
<nane>hbase. rest. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ ful |l y. qual i fi ed. domai n. name@YOUR- REALM val ue>
</ property>
<property>
<nane>hbase. rest. aut henti cati on. ker ber os. keyt ab</ nane>
<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>

3. Add the following properties to hbase-si t e. xml for each Thrift gateway, replacing the Kerberos principal with
a valid value:

<property>

<nanme>hbase.thrift. keytab. fil e</nane>

<val ue>/ et c/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>



<property>
<nanme>hbase. thrift. kerberos. princi pal </ name>
<val ue>hbase/ful l y. qualifi ed. domai n. nane@YOUR- REALMK/ val ue>
</ property>
<property>
<nanme>hbase. thrift.security. gop</ nane>
<val ue>aut h</ val ue>
</ property>

The value for the property hbase. t hri ft. security. qop can be one of the following:

¢ aut h- conf —Authentication, integrity, and confidentiality checking
e aut h-i nt —Authentication and integrity checking

e aut h—Authentication checking only

4. To use the Thrift API principal to interact with HBase, add the hbase. t hri ft. ker ber os. pri nci pal to the
acl table. For example, to provide administrative access to the Thrift API principalt hri ft _server, runan HBase
Shell command like the following:

hbase> grant'thrift_server', 'RW\CA

5. Optional: Configure HTTPS transport for Thrift by configuring the following parameters, substituting the placeholders
with actual values:

<property>
<name>hbase. thrift.ssl.enabl ed</ nane>
<val ue>t r ue</ val ue>
</ property>
<property>
<name>hbase.thrift.ssl.keystore. store</nanme>
<val ue>LOCATI ON_OF_KEYSTORE</ val ue>
</ property>
<property>
<name>hbase. thrift. ssl.keystore. password</ nanme>
<val ue>KEYSTORE_PASSWORD</ val ue>
</ property>
<property>
<name>hbase.thrift. ssl.keystore. keypasswor d</ name>
<val ue>LOCATI ON_OF_KEYSTORE_KEY_PASSWORD</ val ue>
</ property>

The Thrift gateway authenticates with HBase using the supplied credential. No authentication is performed by
the Thrift gateway itself. All client access through the Thrift gateway uses the gateway’s credential, and all clients
have its privileges.

Configure doAs Impersonation for the HBase Thrift Gateway

E,i Note: If you use framed transport, you cannot use doAs impersonation, because SASL does not work
with Thrift framed transport.

doAs Impersonation provides a flexible way to use the same client to impersonate multiple principals. doAs is supported
only in Thrift 1, not Thrift 2.

Enable doAs support by adding the following properties to hbase- si t e. xml on each Thrift gateway:

<property>
<name>hbase. regi onserver.thrift. http</nanme>
<val ue>t rue</ val ue>

</ property>

<property>



<nanme>hbase. thrift. support. proxyuser </ nanme>
<val ue>t rue/ val ue>
</ property>

See the demo client for information on using doAs impersonation in your client applications.
Start HBase

If the configuration worked, you see something similar to the following in the HBase Master and RegionServer logs
when you start the cluster:

I NFO zookeeper. ZooKeeper: Initiating client connection,

connect Stri ng=ZK_QUORUM _SERVER: 2181 sessi onTi meout =180000 wat cher =nast er: 60000

I NFO zookeeper. i ent Cnxn: Openi ng socket connection to server /ZK QUORUM SERVER 2181

I NFO zookeeper . Recover abl eZooKeeper: The identifier of this process is

Pl D@K_QUORUM_SERVER

I NFO zookeeper. Logi n: successfully | ogged in.

I NFO client.ZooKeeperSasldient: Client will use GSSAPI as SASL nechani sm

I NFO zookeeper. Login: TGT refresh thread started.

I NFO zookeeper. Cient Cnxn: Socket connection established to ZK QUORUM SERVER: 2181,

initiating session

I NFO zookeeper. Login: TGT valid starting at: Sun Apr 08 22:43:59 UTC 2012

I NFO zookeeper. Logi n: TGTI expires: Mon Apr 09 22:43:59 UTC 2012

I NFO zookeeper. Login: TGT refresh sleeping until: Mn Apr 09 18:30:37 UTC 2012

I NFO zookeeper. d i ent Cnxn: Sessi on establ i shmrent conpl ete on server ZK QUORUM SERVER: 2181,
sessionid = 0x134106594320000, negotiated tinmeout = 180000

Configuring Secure HBase Replication

If you are using HBase Replication and you want to make it secure, read this section for instructions. Before proceeding,
you should already have configured HBase Replication by following the instructions in the HBase Replication section
of the CDH 5 Installation Guide.

To configure secure HBase replication, you must configure cross realm support for Kerberos, ZooKeeper, and Hadoop.

E,i Note: HBase peer-to-peer replication from a non-Kerberized cluster to a Kerberized cluster is not
supported.

To configure secure HBase replication:

1. Create krbtgt principals for the two realms. For example, if you have two realms called ONE. COMand TWO. COM
you need to add the following principals: kr bt gt / ONE. COM@rWo. COMand kr bt gt / TWO. COM@NE. COM Add
these two principals at both realms. There must be at least one common encryption mode between these two
realms.

kadmi n: addprinc -e "<enc_type_list>" krbtgt/ONE. COM@Gwo. COM
kadnmi n: addprinc -e "<enc_type_list>" krbtgt/ TWO. COMAGINE. COM

2. Add rules for creating short names in Zookeeper. To do this, add a system level property in j ava. env, defined
in the conf directory. Here is an example rule that illustrates how to add support for the realm called ONE. COV|
and have two members in the principal (such as ser vi ce/ i nst ance @NE. COM):

- Dzookeeper . security.auth_to_| ocal =RILE [ 2:\ $1@$0] (. * @\ QONE. COM \ E$) s/ @\ QONE. GOM \ E$/ / DEFALLT

The above code example adds support for the ONE. COMrealm in a different realm. So, in the case of replication,
you must add a rule for the primary cluster realm in the replica cluster realm. DEFAULT is for defining the default
rule.


https://github.com/apache/hbase/blob/master/hbase-examples/src/main/java/org/apache/hadoop/hbase/thrift/HttpDoAsClient.java

3. Add rules for creating short names in the Hadoop processes. To do this, add the
hadoop. security. auth_to_| ocal propertyinthecore-site.xnl filein the replica cluster. For example,
to add support for the ONE. COMrealm:

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 2: $1@0] (. * @ QONE. COM E$) s/ @ QONE. COM E$/ /
DEFAULT
</ val ue>
</ property>

For more information about adding rules, see Configuring the Mapping from Kerberos Principals to Short Names.

Configuring the HBase Client TGT Renewal Period

An HBase client user must also have a Kerberos principal which typically has a password that only the user knows. You
should configure the maxr enewl i f e setting for the client's principal to a value that allows the user enough time to
finish HBase client processes before the ticket granting ticket (TGT) expires. For example, if the HBase client processes
require up to four days to complete, you should create the user's principal and configure the naxr enewl i f e setting
by using this command:

kadmi n: addprinc -maxrenew i fe 4days

HCatalog Authentication
This section describes how to configure HCatalog in CDH 5 with Kerberos security in a Hadoop cluster:

e Before You Start on page 124

e Step 1: Create the HTTP keytab file on page 124

e Step 2: Configure WebHCat to Use Security on page 124
e Step 3: Create Proxy Users on page 125

e Step 4: Verify the Configuration on page 125

For more information about HCatalog see Installing and Using HCatalog.

Before You Start

Secure Web HCatalog requires a running remote Hive metastore service configured in secure mode. See Hive
MetaStoreServer Security Configuration for instructions. Running secure WebHCat with an embedded repository is
not supported.

Step 1: Create the HTTP keytab file
You need to create a keyt ab file for WebHCat. Follow these steps:

1. Create the file:

kadmi n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM
kadm n: xst -k HTTP. keytab HTTP/fully. qualified. domai n. nane

2. Move the file into the WebHCat configuration directory and restrict its access exclusively to the hcat al og user:

$ nmv HTTP. keyt ab /et c/webhcat/ conf/
$ chown hcatal og /etc/webhcat/ conf/HTTP. keyt ab
$ chnod 400 /et c/webhcat/ conf/HTTP. keyt ab

Step 2: Configure WebHCat to Use Security

Create or edit the WebHCat configuration file webhcat - si t e. xm in the configuration directory and set following
properties:



Property

Value

templeton.kerberos.secret

Any random value

templeton.kerberos.keytab

/ et ¢/ webhcat / conf/ HTTP. keyt ab

templeton.kerberos.principal

HTTP/fully.qualified.domain.name@YOUR-REALM.COM

Example configuration:

<property>

<nane>t enpl et on. ker ber os. secr et </ nane>
<val ue>SuPer S3c3t V@ ue! </ val ue>

</ property>

<property>

<nane>t enpl et on. ker ber os. keyt ab</ nane>
<val ue>/ et c/ webhcat / conf/ HTTP. keyt ab</ val ue>

</ property>

<property>

<nane>t enpl et on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ful | y. qual i fi ed. dormai n. name @ OUR- REALM COWK/ val ue>

</ property>

Step 3: Create Proxy Users

WebHCat needs access to your NameNode to work properly, and so you must configure Hadoop to allow impersonation
from the hcat al og user. To do this, edit your cor e- si t e. xnl configuration file and set the

hadoop. proxyuser. HTTP. host s and hadoop. pr oxyuser . HTTP. gr oups properties to specify the hosts from
which HCatalog can do the impersonation and what users can be impersonated. You can use the value * for "any".

Example configuration:

<property>

<name>hadoop. pr oxyuser. HTTP. host s</ name>

<val ue>*</val ue>
</ property>
<property>

<nane>hadoop. pr oxyuser. HTTP. gr oups</ nane>

<val ue>*</val ue>
</ property>

Step 4: Verify the Configuration

After restarting WebHcat you can verify that it is working by using cur | (you may need to run ki ni t first):

$ curl --negotiate -i

-u

"http://fully.qualified. donain. name: 50111/t enpl et on/ v1/ ddl / dat abase’

Hive Authentication

Hive authentication involves configuring Hive metastore, HiveServer2, and all Hive clients to use your deployment of
LDAP/Active Directory Kerberos on your cluster.

Here is a summary of the status of Hive authentication in CDH 5:

e HiveServer2 supports authentication of the Thrift client using Kerberos or user/password validation backed by
LDAP. For configuration instructions, see HiveServer2 Security Configuration.

e Earlier versions of HiveServer do not support Kerberos authentication for clients. However, the Hive MetaStoreServer
does support Kerberos authentication for Thrift clients. For configuration instructions, see Hive MetaStoreServer

Security Configuration.

See also: Using Hive to Run Queries on a Secure HBase Server on page 133




For authorization, Hive uses Apache Sentry to enable role-based, fine-grained authorization for HiveServer2. See Apache
Sentry Overview.

o Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks for
configuring access control in Hive. Use Cloudera-supported Apache Sentry instead.

HiveServer2 Security Configuration
HiveServer2 supports authentication of the Thrift client using the following methods:

e Kerberos authentication
e LDAP authentication

Starting with CDH 5.7, clusters running LDAP-enabled HiveServer2 deployments also accept Kerberos authentication.
This ensures that users are not forced to enter usernames/passwords manually, and are able to take advantage
of the multiple authentication schemes SASL offers. In CDH 5.6 and lower, HiveServer2 stops accepting delegation
tokens when any alternate authentication is enabled.

Kerberos authentication is supported between the Thrift client and HiveServer2, and between HiveServer2 and secure
HDFS. LDAP authentication is supported only between the Thrift client and HiveServer2.

To configure HiveServer2 to use one of these authentication modes, configure the hi ve. server 2. aut henti cati on
configuration property.

E,’ Note: To configure dual authentication (both Kerberos and LDAP), configure Kerberos for HiveServer2
and set the hi ve. server 2. aut henti cati on property to LDAP.

Enabling Kerberos Authentication for HiveServer2

If you configure HiveServer2 to use Kerberos authentication, HiveServer2 acquires a Kerberos ticket during startup.
HiveServer2 requires a principal and keytab file specified in the configuration. Client applications (for example, JDBC
or Beeline) must have a valid Kerberos ticket before initiating a connection to HiveServer2.

Configuring HiveServer2 for Kerberos-Secured Clusters

To enable Kerberos Authentication for HiveServer2, add the following properties in the
/ et c/ hive/ conf/hive-site.xmn file:

<property>
<nanme>hi ve. server 2. aut henti cati on</ nane>
<val ue>KERBEROS</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>hi ve/ _HOST@/OUR- REALM COWK/ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. ker ber os. keyt ab</ nane>
<val ue>/ et c/ hi ve/ conf/ hi ve. keyt ab</ val ue>

</ property>

where:

e hive.server2. aut henti cati onisaclient-facing property that controls the type of authentication HiveServer2
uses for connections to clients. In this case, HiveServer2 uses Kerberos to authenticate incoming clients.

e The HOST@OUR- REALM COMvalue in the example above is the Kerberos principal for the host where HiveServer2
is running. The string HOST in the properties is replaced at run time by the fully qualified domain name (FQDN)
of the host machine where the daemon is running. Reverse DNS must be working on all the hosts configured this
way. Replace YOUR- REALM COMwith the name of the Kerberos realm your Hadoop cluster is in.

e The/etc/ hivel/ conf/ hive. keyt ab value in the example above is a keytab file for that principal.



If you configure HiveServer2 to use both Kerberos authentication and secure impersonation, JDBC clients and Beeline
can specify an alternate session user. If these clients have proxy user privileges, HiveServer2 impersonates the alternate
user instead of the one connecting. The alternate user can be specified by the JDBC connection string

pr oxyUser =user Nanme

Configuring JDBC Clients for Kerberos Authentication with HiveServer2 (Using the Apache Hive Driver in Beeline)
JDBC-based clients mustinclude pri nci pal =<hi ve. server 2. aut henti cat i on. pri nci pal >inthe JDBC connection

string. For example:

String url =
"jdbc: hive2://nodel: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @'OUR- REALM COM'
Connection con = DriverManager. get Connection(url);

where hi ve is the principal configured in hi ve-si t e. xml and Hi veSer ver 2Host is the host where HiveServer2 is
running.

See the database drivers section on the Cloudera downloads web page to download and install the driver.

Using Beeline to Connect to a Secure HiveServer2

Use the following command to start beel i ne and connect to a secure HiveServer2 process. In this example, the
HiveServer2 process is running on | ocal host at port 10000:

$ /usr/lib/hivel/bin/beeline

beel i ne> ! connect

jdbc: hive2://1 ocal host: 10000/ def aul t; pri nci pal =hi ve/ Hi veSer ver 2Host @/OUR- REALM COM
0: jdbc: hive2://1ocal host: 10000/ def aul t >

For more information about the Beeline CLI, see Using the Beeline CLI.

For instructions on encrypting communication with the ODBC/JDBC drivers, see Configuring Encrypted Communication
Between HiveServer2 and Client Drivers on page 210.

Using LDAP Username/Password Authentication with HiveServer2

As an alternative to Kerberos authentication, you can configure HiveServer2 to use user and password validation backed
by LDAP. The client sends a username and password during connection initiation. HiveServer2 validates these credentials
using an external LDAP service.

You can enable LDAP Authentication with HiveServer2 using Active Directory or OpenLDAP.

Important: When using LDAP username/password authentication with HiveServer2, you must enable

o encrypted communication between HiveServer2 and its client drivers to avoid sending cleartext
passwords. For instructions, see Configuring Encrypted Communication Between HiveServer2 and
Client Drivers on page 210. To avoid sending LDAP credentials over a network in cleartext, see
Configuring LDAPS Authentication with HiveServer2 on page 129.

Enabling LDAP Authentication with HiveServer2 using Active Directory
¢ For managed clusters, use Cloudera Manager:

1. Inthe Cloudera Manager Admin Console, click Hive in the list of components, and then select the Configuration
tab.

. Type "ldap" in the Search text box to locate the LDAP configuration fields.
. Check Enable LDAP Authentication.

. Enter the LDAP URL in the format | dap[ s]: / / <host >: <port >

. Enter the Active Directory Domain for your environment.

. Click Save Changes.

o U A WN


https://www.cloudera.com/downloads.html

¢ For unmanaged clusters, use the command line:

Add the following properties to the hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ nanme>
<val ue>LDAP</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. url </ nanme>
<val ue>LDAP_URLL</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. Domai n</ nane>
<val ue>AD_DOVAI N_ADDRESS</ val ue>

</ property>

Where:

The LDAP_URL value is the access URL for your LDAP server. For example, | dap[ s] : / / <host >: <port >

Enabling LDAP Authentication with HiveServer2 using OpenLDAP

To enable LDAP authentication using OpenLDAP, include the following properties in hi ve-site. xm :

<property>
<name>hi ve. server 2. aut henti cat i on</ nane>
<val ue>LDAP</ val ue>

</ property>

<property>
<nane>hi ve. server 2. aut henti cati on. | dap. url </ nanme>
<val ue>LDAP_URL</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. aut henti cati on. | dap. baseDN</ nane>
<val ue>LDAP_BaseDN</ val ue>

</ property>

where:

e The LDAP_URL value is the access URL for your LDAP server.

e The LDAP_BaseDNvalue is the base LDAP DN for your LDAP server; for example,
ou=Peopl e, dc=exanpl e, dc=com

Configuring JDBC Clients for LDAP Authentication with HiveServer2

The JDBC client requires a connection URL that includes the user name and password in the JDBC connection string.
For example:

String url ="jdbc: hive2://#<host>: #<port >/ #<dbName>; \
user =<user name>; \
passwor d=<passwor d>"
Connection con = DriverMnager. get Connection(url);

Enabling LDAP Authentication for HiveServer2 in Hue

Enable LDAP authentication with HiveServer2 by setting the following properties under the [ beeswax] section in
hue.ini .

aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.




Hive uses these login details to authenticate to LDAP. The Hive service trusts that Hue has validated the user being
impersonated.
Configuring LDAPS Authentication with HiveServer2

HiveServer2 supports LDAP username/password authentication for clients. Clients send LDAP credentials to HiveServer2
which in turn verifies them against the configured LDAP provider, such as OpenLDAP or Microsoft Active Directory.
Most implementations now support LDAPS (LDAP over TLS/SSL), an authentication protocol that uses TLS/SSL to encrypt
communication between the LDAP service and its client (in this case, HiveServer2) to avoid sending LDAP credentials
in cleartext.

To configure the LDAPS service with HiveServer2:

1. Import the LDAP server CA certificate or the server certificate into a truststore on the HiveServer2 host. If you
import the CA certificate, HiveServer2 will trust any server with a certificate issued by the LDAP server's CA. If you
only import the server certificate, HiveServer2 trusts only that server. See Understanding Keystores and Truststores
on page 193 for more details.

2. Make sure the truststore file is readable by the hi ve user.

3. Setthe hi ve. server 2. aut henti cati on. | dap. url configuration property in hi ve-site. xm to the LDAPS
URL. For example, | daps: // sanpl e. nyhost . com

E’; Note: The URL scheme should be | daps and not | dap.

4. If this is a managed cluster, in Cloudera Manager, go to the Hive service and select Configuration. Under Category,
select Security. In the right panel, search for HiveServer2 TLS/SSL Certificate Trust Store File, and add the path
to the truststore file that you created in step 1.

If you are using an unmanaged cluster, set the environment variable HADOOP_OPTS as follows:

HADOOP_OPTS="- Dj avax. net. ssl .trust Store=<trust Store-fil e-pat h>
- D avax. net . ssl . trust St or ePasswor d=<t r ust St or e- passwor d>"

5. Restart HiveServer2.
Pluggable Authentication
Pluggable authentication allows you to provide a custom authentication provider for HiveServer2.
To enable pluggable authentication:

1. Set the following properties in/ et ¢/ hi ve/ conf/ hi ve-site. xm :

<property>
<nanme>hi ve. server 2. aut hent i cati on</ nane>
<val ue>CUSTOW/ val ue>
<description>Cient authentication types.
NONE: no aut hentication check
LDAP: LDAP/ AD based aut hentication
KERBEROS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cation provider
(Use with property hive.server2.custom aut hentication. cl ass)
</ descri ption>

</ property>

<property>
<nane>hi ve. server 2. cust om aut henti cati on. cl ass</ nanme>
<val ue>pl uggabl e- aut h- cl ass- nane</ val ue>
<descri ption>
Custom aut henticati on class. Used when property
"hive.server2.authentication' is set to 'CUSTOM. Provided cl ass
nmust be a proper inplenentation of the interface
or g. apache. hi ve. servi ce. aut h. PasswdAut hent i cati onProvi der. Hi veServer?2
will call its Authenticate(user, passed) nethod to authenticate requests.
The inpl enentation nay optionally extend the Hadoop's
or g. apache. hadoop. conf. Configured class to grab Hi ve's Configuration object.



</ descri ption>
</ property>

2. Make the class available in the CLASSPATH of HiveServer2.
Trusted Delegation with HiveServer2

HiveServer2 determines the identity of the connecting user from the authentication subsystem (Kerberos or LDAP).
Any new session started for this connection runs on behalf of this connecting user. If the server is configured to proxy
the user at the Hadoop level, then all MapReduce jobs and HDFS accesses will be performed with the identity of the
connecting user. If Apache Sentry is configured, then this connecting userid can also be used to verify access rights to
underlying tables and views.

Users with Hadoop superuser privileges can request an alternate user for the given session. HiveServer2 checks that
the connecting user can proxy the requested userid, and if so, runs the new session as the alternate user. For example,
the Hadoop superuser hue can request that a connection's session be run as user bob.

Alternate users for new JDBC client connections are specified by adding the
hi ve. server 2. proxy. user =al t er nat e_user _i d property to the JDBC connection URL. For example, a JDBC
connection string that lets user hue run a session as user bob would be as follows:

# Login as super user Hue
kinit hue -k -t hue. keytab hue@w- REALM COM

# Connect using foll owi ng JDBC connection string

#
j dbc: hi ve2: / / nyHbst . nyQ g. com 10000/ def aul t ; pri nci pal =hi ve/ _HZST@N- REALM GM hi ve. ser ver 2. pr oxy. user =bob

The connecting user must have Hadoop-level proxy privileges over the alternate user.

HiveServer2 Impersonation

o Important: This is not the recommended method to implement HiveServer2 authorization. Cloudera
recommends you use Sentry to implement this instead.

HiveServer2 impersonation lets users execute queries and access HDFS files as the connected user rather than as the
super user. Access policies are applied at the file level using the HDFS permissions specified in ACLs (access control
lists). Enabling HiveServer2 impersonation bypasses Sentry from the end-to-end authorization process. Specifically,
although Sentry enforces access control policies on tables and views within the Hive warehouse, it does not control
access to the HDFS files that underlie the tables. This means that users without Sentry permissions to tables in the
warehouse may nonetheless be able to bypass Sentry authorization checks and execute jobs and queries against tables
in the warehouse as long as they have permissions on the HDFS files supporting the table.

To configure Sentry correctly, restrict ownership of the Hive warehouse to hi ve: hi ve and disable Hive impersonation.
To enable impersonation in HiveServer2:

1. Addthe following property tothe/ et c/ hi ve/ conf/ hi ve-si t e. xnl fileand setthevaluetot r ue. (The default
valueis f al se.)

<property>
<nane>hi ve. server 2. enabl e. i nper sonat i on</ name>
<descri pti on>Enabl e user inpersonation for Hi veServer2</description>
<val ue>t rue</ val ue>

</ property>

2. In HDFS or MapReduce configurations, add the following property to the cor e-si t e. xnd file:

<property>
<nane>hadoop. pr oxyuser. hi ve. host s</ name>
<val ue>*</val ue>

</ property>

<property>



<nane>hadoop. pr oxyuser. hi ve. gr oups</ nane>
<val ue>*</val ue>
</ property>

See also File System Permissions.

Securing the Hive Metastore

E’; Note: This is not the recommended method to protect the Hive Metastore. Cloudera recommends
you use Sentry to implement this instead.

To prevent users from accessing the Hive metastore and the Hive metastore database using any method other than
through HiveServer2, the following actions are recommended:

¢ Add a firewall rule on the metastore service host to allow access to the metastore port only from the HiveServer2
host. You can do this using iptables.
e Grant access to the metastore database only from the metastore service host. This is specified for MySQL as:

GRANT ALL PRI VI LEGES ON netastore.* TO 'hive' @ netastorehost';

where et ast or ehost is the host where the metastore service is running.
e Make sure users who are not admins cannot log on to the host on which HiveServer2 runs.

Disabling the Hive Security Configuration

Hive's security related metadata is stored in the configuration file hi ve- si t e. xri . The following sections describe
how to disable security for the Hive service.

Disable Client/Server Authentication
To disable client/server authentication, set hi ve. server 2. aut hent i cati on to NONE. For example,

<property>
<nane>hi ve. server 2. aut henti cati on</ nane>
<val ue>NONE</ val ue>
<descri pti on>
Client authentication types.
NONE: no aut hentication check
LDAP: LDAP/ AD based authentication
KERBEROS: Ker ber os/ GSSAPI aut henti cati on
CUSTOM Custom aut henti cation provider
(Use with property hive.server2.custom aut hentication.cl ass)
</ descri pti on>
</ property>

Disable Hive Metastore security
To disable Hive Metastore security, perform the following steps:

e Setthe hi ve. et ast or e. sasl . enabl ed property to f al se in all configurations, the metastore service side
as well as for all clients of the metastore. For example, these might include HiveServer2, Impala, Pig and so on.

e Remove or comment the following parameters in hi ve-si t e. xml for the metastore service. Note that this is a
server-only change.

— hive. netastore. kerberos. keytab.file
— hive. netastore. kerberos. princi pal

Disable Underlying Hadoop Security

If you also want to disable the underlying Hadoop security, remove or comment out the following parameters in
hi ve-site. xm .


http://en.wikipedia.org/wiki/Iptables

e hive.server2. authentication. ker ber os. keyt ab
e hive.server2. authentication. kerberos. princi pal

Hive Metastore Server Security Configuration

o Important:

This section describes how to configure security for the Hive metastore server. If you are using
HiveServer2, see HiveServer2 Security Configuration.

Here is a summary of Hive metastore server security in CDH 5:

¢ No additional configuration is required to run Hive on top of a security-enabled Hadoop cluster in standalone
mode using a local or embedded metastore.

e HiveServer does not support Kerberos authentication for clients. While it is possible to run HiveServer with a
secured Hadoop cluster, doing so creates a security hole since HiveServer does not authenticate the Thrift clients
that connect to it. Instead, you can use HiveServer2 HiveServer2 Security Configuration.

e The Hive metastore server supports Kerberos authentication for Thrift clients. For example, you can configure a
standalone Hive metastore server instance to force clients to authenticate with Kerberos by setting the following
properties in the hi ve- si t e. xm configuration file used by the metastore server:

<property>
<nane>hi ve. net ast or e. sasl . enabl ed</ nane>
<val ue>t rue</ val ue>
<description>f true, the netastore thrift interface will be secured with SASL. dients
must aut henticate wi th Kerberos. </ description>
</ property>

<property>

<name>hi ve. net ast or e. ker ber os. keyt ab. fi |l e</ nanme>

<val ue>/ et c/ hi ve/ conf/ hi ve. keyt ab</ val ue>

<description>The path to the Kerberos Keytab file containing the netastore thrift
server's service principal.</description>
</ property>

<property>
<nanme>hi ve. net ast or e. ker ber os. pri nci pal </ name>
<val ue>hi ve/ HOST@/OUR- REALM COWK/ val ue>
<descri ption>The service principal for the netastore thrift server. The special string
_HOST will be replaced automatically with the correct host name.</description>
</ property>

E,i Note:

The values shown above for the hi ve. net ast or e. ker ber os. keyt ab. fil e and

hi ve. met ast or e. ker ber os. pri nci pal properties are examples which you will need to
replace with the appropriate values for your cluster. Also note that the Hive keytab file should
have its access permissions set to 600 and be owned by the same account that is used to run the
Metastore server, which is the hi ve user by default.

e Requests to access the metadata are fulfilled by the Hive metastore impersonating the requesting user. This
includes read access to the list of databases, tables, properties of each table such as their HDFS location and file
type. You can restrict access to the Hive metastore service by allowing it to impersonate only a subset of Kerberos
users. This can be done by setting the hadoop. pr oxyuser . hi ve. gr oups propertyincore-si te. xm on the
Hive metastore host.

For example, if you want to give the hi ve user permission to impersonate members of groups hi ve and user 1:

<property>
<nane>hadoop. pr oxyuser. hi ve. gr oups</ nane>



<val ue>hi ve, user 1</ val ue>
</ property>

In this example, the Hive metastore can impersonate users belonging to only the hi ve and user 1 groups.
Connection requests from users not belonging to these groups will be rejected.

Using Hive to Run Queries on a Secure HBase Server

To use Hive to run queries on a secure HBase Server, you must set the following Hl VE_OPTS environment variable:

env H VE_OPTS="- hi veconf hbase. security. authenticati on=kerberos -hiveconf
hbase. nast er . ker ber os. pri nci pal =hbase/ _HOST@OUR- REALM COM - hi veconf
hbase. r egi onserver. ker ber os. pri nci pal =hbase/ _HOST@/OUR- REALM COM - hi veconf
hbase. zookeeper. quor um=zookeeper 1, zookeeper 2, zookeeper 3" hi ve

where:

¢ You replace YOUR- REALMwith the name of your Kerberos realm

¢ You replace zookeeper 1, zookeeper 2, zookeeper 3 with the names of your ZooKeeper servers. The
hbase. zookeeper . quor umproperty is configured in the hbase- si t e. xni file.

e The special string _HOST is replaced at run-time by the fully qualified domain name of the host machine where
the HBase Master or RegionServer is running. This requires that reverse DNS is properly working on all the hosts
configured this way.

In the following, _HOST is the name of the host where the HBase Master is running:
- hi veconf hbase. nast er. ker ber os. pri nci pal =hbase/ _HOST@OUR- REALM COM
In the following, HOST is the hostname of the HBase RegionServer that the application is connecting to:

- hi veconf hbase. regi onserver. ker beros. pri nci pal =hbase/ _HOST@/'OUR- REALM COM

E,i Note:

You can also set the HI VE_COPTS environment variable in your shell profile.

HttpFS Authentication

This section describes how to configure HttpFS CDH 5 with Kerberos security on a Hadoop cluster:

e Configuring the HttpFS Server to Support Kerberos Security on page 134
¢ Using curl to access an URL Protected by Kerberos HTTP SPNEGO on page 135

For more information about HttpFsS, see
https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html.

o Important:

To enable HttpFS to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5.

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.


https://archive.cloudera.com/cdh5/cdh/5/hadoop/hadoop-hdfs-httpfs/index.html

Configuring the HttpFS Server to Support Kerberos Security

1. Create an HttpFS service user principal that is used to authenticate with the Hadoop cluster. The syntax of the
principal is: htt pf s/ <ful | y. qual i fi ed. domai n. name>@xYOUR- REALM> where:
fully.qualified.domai n. nane is the host where the HttpFS server is running YOUR- REALMis the name of
your Kerberos realm

kadm n: addprinc -randkey httpfs/fully.qualified.domain. name@QOUR- REALM COM

2. Create a HTTP service user principal that is used to authenticate user requests coming to the HttpFS HTTP
web-services. The syntax of the principal is: HTTP/ <f ul | y. qual i fi ed. dormai n. nane>@:YOUR- REALM> where:
"fully.qualified. domai n. nane' is the host where the HttpFS server is running YOUR- REALMis the name
of your Kerberos realm

kadm n: addprinc -randkey HTTP/fully.qualified.donai n. nane@OUR- REALM COM

o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadm n
kadmi n: xst -k httpfs. keytab httpfs/fully.qualified.domin.name
kadm n: xst -k http.keytab HTTP/fully. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt httpfs. keytab
ktutil: rkt http.keytab
ktutil: wkt httpfs-http. keytab

5. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t httpfs-http. keytab

6. Copythehtt pfs-http. keyt ab file to the HttpFS configuration directory. The owner of the ht t pf s- ht t p. keyt ab
file should be the ht t pf s user and the file should have owner-only read permissions.

7. Edit the HttpFS server ht t pf s-si t e. xm configuration file in the HttpFS configuration directory by setting the
following properties:

Property Value

httpfs.authentication.type kerberos

httpfs.hadoop.authentication.type kerberos

httpfs.authentication.kerberos.principal HTTP/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>

httpfs.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.hadoop.authentication.kerberos.principal httpfs/<HTTPFS-HOSTNAME>@<YOUR-REALM.COM>

httpfs.hadoop.authentication.kerberos.keytab /etc/hadoop-httpfs/conf/httpfs-http.keytab

httpfs.authentication.kerberos.name.rules Use the value configured for
'hadoop.security.auth_to_local' in 'core-site.xml'




o Important:

You must restart the HttpFS server to have the configuration changes take effect.

Using curl to access an URL Protected by Kerberos HTTP SPNEGO

o Important:

Your version of cur | must support GSS and be capable of running curl - V.

To configure curl to access an URL protected by Kerberos HTTP SPNEGO:
1. Runcurl -V:

$ curl -V

curl 7.19.7 (universal-appl e-darwi n10.0) libcurl/7.19.7 OpenSSL/O0. 9. 8l
zlibl1.2.3

Protocols: tftp ftp telnet dict Idap http fil

e https ftps
Features: GSS-Negotiate IPv6 Largefile NTLM SSL libz

2. Login to the KDC using ki ni t .

$ kinit
Pl ease enter the password for tucu@OCALHOST:

3. Usecurl to fetch the protected URL:

$ curl --cacert

/path/to/truststore. pem--negotiate -u : -b ~/cookiejar.txt -c
~/ cookiejar.txt https://local host: 14000/ webhdf s/ v1/ ?op=li st st at us

where:

e The--cacert option is required if you are using TLS/SSL certificates that curl does not recognize by default.
e The--negoti at e option enables SPNEGO incur | .

e The-u : option is required but the username is ignored (the principal that has been specified for ki ni t is
used).

e The-b and - c options are used to store and send HTTP cookies.

¢ Cloudera does not recommend using the - k or - - i nsecur e option as it turns off curl's ability to verify the
certificate.

Hue Authentication

This page describes properties in the Hue configuration file, hue. i ni , that support authentication and Hue security
in general.

For information on configuring Hue with Kerberos encrypting session communication, and enabling single sign-on with
SAML, see:

¢ Configuring Kerberos Authentication for Hue on page 137
e Authenticate Hue Users with LDAP and Synchronize Hue with LDAP Server

¢ Authenticate Hue Users with SAML
e Authorize Hue User Groups with Sentry

Enabling LDAP Authentication with HiveServer2 and Impala

LDAP authentication with HiveServer2 and Impala can be enabled by setting the following properties under their
respective sections in hue. i ni , [ beeswax] and[i npal a] .



aut h_user nane LDAP username of Hue user to be authenticated.

aut h_password LDAP password of Hue user to be authenticated.

These login details are only used by Impala and Hive to authenticate to LDAP. The Impala and Hive services trust Hue
to have already validated the user being impersonated, rather than simply passing on the credentials.

Securing Sessions

When a session expires, the screen blurs and the user is automatically logged out of the Hue Web Ul. Logging on returns
the user to same location.

Session Timeout

User sessions are controlled with thet t | (time-to-live) property under[ deskt op] >[ [ sessi on] ] inhue. i ni . After
n seconds, the session expires whether active or not.

ttl The cookie with the users session ID expires after n seconds.

Default: t t1 =1209600 which is 60*60*24*14 seconds or 2 weeks

Idle Session Timeout

Idle sessions are controlled with the idle_session_timeout property under [ deskt op] >[[auth]] inhue.ini.
Sessions that are idle for n seconds, expire. You can disable this property by setting it to a negative value.

i dl e_session_timeout User session IDs expire after idle for n seconds. A negative value means idle
sessions do not expire.

i dl e_sessi on_ti meout =900 means that sessions expire after being idle
for 15 minutes

i dl e_sessi on_ti meout =- 1 means that idle sessions do not expire (until
ttl)

Secure Login

Login properties are set in hue. i ni_under [ deskt op] >[[ aut h]]. They are based on django-axes 1.5.0.

change_def aul t _password If true, users must change password on first login.

Must enable
backend=deskt op. aut h. backend. Al | owFi r st User Dj angoBackend

expires_after User accounts are disabled n seconds after logout. If negative, user sessions
never expire.

expi re_superusers Apply expi res_aft er to superusers.

| ogi n_cool of f _tine Failed logins are forgotten after n seconds.

login_failure_limt Number of login attempts allowed before a record is created for failed logins.
I ogi n_l ock_out _at_failure If true, lock out IP after exceedingl ogin_failure_limt.

Ifl ogi n_Il ock_out _by_conbi nati on_user_and_i p=t r ue, lock out IP
and user.

Ifl ogi n_I| ock_out _use_user_agent =t r ue, also lock out user agent.

loginlock out_by contination user_and ip| If true, lock out IP and user.

| ogi n_| ock_out _use_user_agent |Iftrue, lock out user agent (such as a browser).



https://github.com/cloudera/hue/blob/master/desktop/conf.dist/hue.ini
https://pypi.python.org/pypi/django-axes/1.5.0

Secure Cookies

Secure session cookies can be enabled by specifying the secur e configuration property under the [ deskt op] >
[ [ sessi on]] sectioninhue. i ni . Additionally, you can set the ht t p_onl y flag for cookies containing users' session
IDs.

secure The cookie with the user session ID is secure. Should only be enabled with
HTTPS.

Default: f al se

http_only The cookie with the user session ID uses the HTTP only flag.
Default: t r ue

If the HttpOnly flag is included in the HTTP response header, the cookie cannot
be accessed through a client side script.

expire_at_browser_cl ose Use session-length cookies. Logs out the user when the browser window is
closed.

Default: f al se

Allowed HTTP Methods

You can specify the HTTP request methods that the server should respond to using the ht t p_al | owed_net hods
property under the [ deskt op] sectionin hue. i ni .

http_al | owed_net hods Default: opt i ons, get, head, post, put, del et e, connect

Restricting the Cipher List

Cipher list support with HTTPS can be restricted by specifying the ssl _ci pher _I i st configuration property under
the [ deskt op] sectionin hue.ini .

ssl _ci pher_Ii st Default: ! aNULL: ! eNULL: ! LON ! EXPORT: ! SSLv2

URL Redirect Whitelist

Restrict the domains or pages to which Hue can redirect users. The r edi rect _whi t el i st property can be found
under the [ deskt op] sectionin hue.ini.

redirect _whitelist For example, to restrict users to your local domain and FQDN, the following
value can be used: M\ /. *$, ~htt p: \/\/ www. mydomai n. com /. *$

Oozie Permissions

Access to the Oozie dashboard and editor can be individually controlled in the Hue Web Ul under User Admin > Groups.

Groups Property in Ul Description

oozie.dashboard_jobs_access Enable Oozie Dashboard read-only access for all jobs.

Default: t rue

oozie.disable_editor_access Disable Oozie Editor access.

Default: f al se

Configuring Kerberos Authentication for Hue

To configure the Hue server to use Kerberos for authentication:



1. Create a Hue user principal in the same realm as the cluster of the form:
kadm n: addprinc -randkey hue/ hue.server.fully. qualified.domai n. name@OUR- REALM COM

where: hue is the principal the Hue server is running as, hue. server. ful | y. qual i fi ed. domai n. nane is the
fully qualified domain name (FQDN) of your Hue server, YOUR- REALM COMis the name of the Kerberos realm
your Hadoop cluster is in

2. Create a keytab file for the Hue principal using the same procedure that you used to create the keytab for the
hdf s or mapr ed principal for a specific host. You should name this file hue. keyt ab and put this keytab file in
the directory/ et ¢/ hue on the machine running the Hue server. Like all keytab files, this file should have the most
limited set of permissions possible. It should be owned by the user running the hue server (usually hue) and should
have the permission 400.

3. To test that the keytab file was created properly, try to obtain Kerberos credentials as the Hue principal using only
the keytab file. Substitute your FQDN and realm in the following command:

$ kinit -k -t /etc/hue/hue. keytab
hue/ hue. server.fully. qualified. domai n. name @OUR- REALM COM

4. Inthe/ et ¢/ hue/ hue. i ni configuration file, add the following lines in the sections shown. Replace the
ki ni t _pat h value, / usr/ ker ber os/ bi n/ ki ni t, shown below with the correct path on the user's system.

[ deskt op]

[[kerberos]]

# Path to Hue's Kerberos keytab file
hue_keyt ab=/ et ¢/ hue/ hue. keyt ab

# Kerberos principal nane for Hue
hue_pri nci pal =hue/ FQDN@GREALM

# add kinit path for non root users
ki ni t _pat h=/ usr/kerberos/bi n/kinit

[ beeswax]

# |f Kerberos security is enabled, use fully qualified domain nane (FQDN)
## hi ve_server_host =<FQDN of Hi ve Server>

# Hive configuration directory, where hive-site.xm is |ocated
## hi ve_conf _dir=/etc/ hivel/conf

[i mpal a]
## server _host =l ocal host
# The following property is required when inpalad and Hue
# are not running on the same host
## 1 npal a_pri nci pal =i npal a/i npal ad. host nane. dormai nnane. com

[ search]
# URL of the Solr Server
## solr_url=http://local host: 8983/ solr/
# Requires FQDN in solr_url if enabled
## security_enabl ed=fal se

[ hadoop]
[[hdfs_cl usters]]

[[[defaul t]]]

# Enter the host and port on which you are running the Hadoop NarmeNode
nanmenode_host =FQDN

hdf s_port=8020

htt p_port=50070

security_enabl ed=true

# Thrift plugin port for the nanme node
## thrift_port=10090

# Configuration for YARN (MR2)
e o e o e e e e e e e e e e e e e e e e e e e e e e e e e mea
[[yarn_clusters]]

[[[defaul t]]]



# Enter the host on which you are running the ResourceManager
## resour cenanager _host =l ocal host

# Change this if your YARN cluster is Kerberos-secured
## security_enabl ed=fal se

# Thrift plug-in port for the JobTracker
## thrift_port=9290

[11boozi e]
# The URL where the Qozie service runs on. This is required in order for users to submt
j obs.
## oozie_url=http://1ocal host: 11000/ oozi e
# Requires FQDN in oozie_url if enabl ed
## security_enabl ed=fal se

o Important:

Inthe / et c/ hue/ hue. i ni file, verify that:

e Thej obtracker _host property is set to the fully-qualified domain name (FQDN) of the
host running the JobTracker.

e Thefs. defaul tfs property under each [[hdfs_clusters]] section contains the FQDN of the
file system access point, which is typically the NameNode.

¢ Thehi ve_conf _di r property underthe [ beeswax] section points to a directory containing
avalid hi ve-si t e. xnl (either the original or a synced copy).

e The FQDN specified for HiveServer2 is the same as the FQDN specified for the
hue_pri nci pal configuration property.

Also note that HiveServer2 currently does not support TLS/SSL when using Kerberos.

5. Inthe / et c/ hadoop/ conf/ cor e-si t e. xm configuration file on each node in the cluster, add the following
lines:

<!-- Hue security configuration -->
<property>
<name>hue. ker ber os. pri nci pal . short nane</ nane>
<val ue>hue</ val ue>
</ property>
<property>
<nanme>hadoop. pr oxyuser. hue. gr oups</ nane>
<val ue>*</val ue> <!-- A group which all users of Hue belong to, or the wldcard val ue
wan 5
</ property>
<property>
<nanme>hadoop. pr oxyuser . hue. host s</ nanme>
<val ue>hue. server.fully. qualified. domai n. name</ val ue>
</ property>

o Important:

Change the/ et ¢/ hadoop/ conf/ cor e-si t e. xn configuration file on all nodes in the cluster.

6. For Hue setups that include HttpFS for communication to Hadoop, add the following properties to
httpfs-site. xnl:

<property>
<nanme>ht t pfs. proxyuser. hue. host s</ nane>
<val ue>ful ly. qual i fi ed. domai n. nanme</ val ue>
</ property>
<property>
<name>ht t pfs. proxyuser. hue. gr oups</ nane>
<val ue>*</val ue>
</ property>



7. Add the following properties to the Oozie server oozi e- si t e. xnml configuration file in the Oozie configuration
directory:

<property>
<name>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. host s</ nanme>
<val ue>*</val ue>

</ property>

<property>
<name>00zi e. servi ce. ProxyUser Servi ce. proxyuser . hue. gr oups</ nane>
<val ue>*</val ue>

</ property>

8. Restart the JobTracker to load the changes from the core-si te. xm file.

$ sudo servi ce hadoop-0.20- mapreduce-j obtracker restart
9. Restart Oozie to load the changes from the oozi e-si t e. xm file.
$ sudo service oozie restart
10 Restart the NameNode, JobTracker, and all DataNodes to load the changes from the cor e- si t e. xnl file.

$ sudo servi ce hadoop- 0. 20- (nanenode| j obt racker | dat anode) restart

Enable Hue to Use Kerberos for Authentication
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

For Hue to work properly with a Cloudera cluster that uses Kerberos for authentication, the Kerberos Ticket Renewer
must be added to the Hue service. Use the Cloudera Manager Admin Console to add the Kerberos Ticket Renewer role
to each host with a Hue Server role instance.

The Hue Kerberos Ticket Renewer renews only those tickets created for the Hue service principal,

hue/ host name @REALM NAME. The Hue principal impersonates other users for applications within Hue such as the
Job Browser, File Browser and so on. Other services, such as HDFS and MapReduce, do not use the Hue Kerberos Ticket
Renewer but rather handle ticket renewal as needed using their own mechanisms.

Adding a Kerberos Ticket Renewer role instance in Cloudera Manager:

1. Go to the Hue service.

2. Click the Instances tab.

3. Click the Add Role Instances button.

4. Assign the Kerberos Ticket Renewer role instance to the same host as the Hue server.

When the wizard status is Finished, the Kerberos Ticket Renewer role instance is configured. The Hue service now
works with the secure Hadoop cluster.

5. Repeat these steps for each Hue Server role.
Troubleshooting the Kerberos Ticket Renewer:

If the Hue Kerberos Ticket Renewer does not start, check the configuration of your Kerberos Key Distribution Center
(KDC). Look at the ticket renewal property, maxr enewl i f e, to ensure that the principals, hue/ <host nanme> and
kr bt gt , are renewable. If these principals are not renewable, run the following commands on the KDC to enable them:

kadmi n. |l ocal : modprinc -nmaxrenew i fe 90day krbt gt/ YOUR REALM COM
kadm n. |l ocal : nodprinc -nmaxrenew i fe 90day +al | ow_r enewabl e hue/ <host nane>@OUR- REALM COM

Impala Authentication

Authentication is the mechanism to ensure that only specified hosts and users can connect to Impala. It also verifies
that when clients connect to Impala, they are connected to a legitimate server. This feature prevents spoofing such as



impersonation (setting up a phony client system with the same account and group names as a legitimate user) and
man-in-the-middle attacks (intercepting application requests before they reach Impala and eavesdropping on sensitive
information in the requests or the results).

Impala supports authentication using either Kerberos or LDAP.

E,i Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala.

Once you are finished setting up authentication, move on to authorization, which involves specifying what databases,
tables, HDFS directories, and so on can be accessed by particular users when they connect through Impala. See Enabling
Sentry Authorization for Impala for details.

Enabling Kerberos Authentication for Impala

Impala supports Kerberos authentication. For background information on enabling Kerberos authentication, see the
topic on Configuring Hadoop Security in the CDH 5 Security Guide.

When using Impala in a managed environment, Cloudera Manager automatically completes Kerberos configuration.
In an unmanaged environment, create a Kerberos principal for each host runningi npal ad or st at est or ed. Cloudera
recommends using a consistent format, such asi npal a/ _HOST@Your - Real m but you can use any three-part Kerberos
server principal.

In Impala 2.0 and later, user () returns the full Kerberos principal string, such as user @xanpl e. com in a Kerberized
environment.

E,’ Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala.

An alternative form of authentication you can use is LDAP, described in Enabling LDAP Authentication for Impala on
page 144,

Requirements for Using Impala with Kerberos

On version 5 of Red Hat Enterprise Linux and comparable distributions, some additional setup is needed for the
i npal a- shel | interpreter to connect to a Kerberos-enabled Impala cluster:

sudo yuminstall python-devel openssl-devel python-pip
sudo pi p-python install ssl

o Important:

¢ If you plan to use Impala in your cluster, you must configure your KDC to allow tickets to be
renewed, and you must configure kr b5. conf to request renewable tickets. Typically, you can
do this by adding the max_r enewabl e_| i f e setting to your realm in kdc. conf , and by adding
therenew | i feti me parameter to the | i bdef aul t s section of kr b5. conf .

For more information about renewable tickets, see the Kerberos documentation.

e The Impala Web Ul does not support Kerberos authentication.

¢ You cannot use the Impala resource management feature on a cluster that has Kerberos
authentication enabled.


http://www.cloudera.com/documentation/enterprise/latest/topics/cdh_sg_cdh5_hadoop_security.html
http://web.mit.edu/Kerberos/krb5-1.8/

Start alli npal ad and st at est or ed daemons with the - - pri nci pal and- - keyt ab- fi | e flags set to the principal
and full path name of the keyt ab file containing the credentials for the principal.

Impala supports the Cloudera ODBC driver and the Kerberos interface provided. To use Kerberos through the ODBC
driver, the host type must be set depending on the level of the ODBD driver:

¢ Secl npal a for the ODBC 1.0 driver.

e SecBeeswax for the ODBC 1.2 driver.

¢ Blank for the ODBC 2.0 driver or higher, when connecting to a secure cluster.

e HS2NoSasl for the ODBC 2.0 driver or higher, when connecting to a non-secure cluster.

To enable Kerberos in the Impala shell, start the i npal a- shel | command using the - k flag.

To enable Impala to work with Kerberos security on your Hadoop cluster, make sure you perform the installation and
configuration steps in Authentication in the CDH 5 Security Guide.

Configuring Impala to Support Kerberos Security
Enabling Kerberos authentication for Impala involves steps that can be summarized as follows:

¢ Creating service principals for Impala and the HTTP service. Principal names take the form:
servi ceNane/ ful ly. qual i fi ed. donai n. name @GXERBERCS. REALM

e Creating, merging, and distributing key tab files for these principals.

e Editing/ et c/ def aul t /i npal a (in cluster not managed by Cloudera Manager), or editing the Security settings
in the Cloudera Manager interface, to accommodate Kerberos authentication.

Enabling Kerberos for Impala

1. Create an Impala service principal, specifying the name of the OS user that the Impala daemons run under, the
fully qualified domain name of each node running i npal ad, and the realm name. For example:

$ kadmi n
kadnmi n: addprinc -requires_preauth -randkey
i nmpal a/ i npal a_host . exanpl e. com@EST. EXAMPLE. COM

2. Create an HTTP service principal. For example:

kadm n: addprinc -randkey HTTP/inpal a_host. exanpl e. com@EeEST. EXAMPLE. COM

E,’ Note: The HTTP component of the service principal must be uppercase as shown in the preceding
example.

3. Create keyt ab files with both principals. For example:

kadnmi n: xst -k inpal a. keytab inpal a/inpal a_host. exanpl e. com
kadmi n: xst -k http.keytab HTTP/i npal a_host. exanpl e. com
kadnmi n: quit

4. Usekt uti| toreadthe contents of the two keytab files and then write those contents to a new file. For example:

$ ktutil

ktutil: rkt inpala.keytab
ktutil: rkt http.keytab
ktutil: wkt inpala-http.keytab
ktutil: quit

5. (Optional) Test that credentials in the merged keytab file are valid, and that the “renew until” date is in the future.
For example:

$ klist -e -k -t inpala-http. keytab


http://www.cloudera.com/documentation/enterprise/latest/topics/sg_authentication.html

6. Copy the i npal a- htt p. keyt ab file to the Impala configuration directory. Change the permissions to be only
read for the file owner and change the file owner to the i npal a user. By default, the Impala user and group are
both named i npal a. For example:

cp inpal a-http. keytab /etc/inpal a/ conf
cd /etc/inpal a/ conf

chnmod 400 1 npal a- http. keyt ab

chown i npal a:inpal a i npal a- http. keytab

AP H

7. Add Kerberos options to the Impala defaultsfile,/ et ¢/ def aul t /i npal a. Add the options for both the i npal ad
and st at est or ed daemons, using the | MPALA_SERVER _ARGSand | MPALA_STATE_STORE_ARGSvariables. For
example, you might add:

-kerberos _reinit_interval =60
-princi pal =i npal a_1/i npal a_host . exanpl e. com@EST. EXAMPLE. COM
-keytab_file=/var/run/cl oudera-scm agent/ process/ 3212-i npal a- | MPALAD/ i npal a. keyt ab

For more information on changing the Impala defaults specifiedin/ et ¢/ def aul t/ i npal a, see Modifying Impala
Startup Options.

E,’ Note: Restarti npal ad and st at est or ed for these configuration changes to take effect.

Enabling Kerberos for Impala with a Proxy Server

A common configuration for Impala with High Availability is to use a proxy server to submit requests to the actual

i npal ad daemons on different hosts in the cluster. This configuration avoids connection problems in case of machine
failure, because the proxy server can route new requests through one of the remaining hosts in the cluster. This
configuration also helps with load balancing, because the additional overhead of being the “coordinator node” for
each query is spread across multiple hosts.

Although you can set up a proxy server with or without Kerberos authentication, typically users set up a secure Kerberized
configuration. For information about setting up a proxy server for Impala, including Kerberos-specific steps, see Using
Impala through a Proxy for High Availability.

Enabling Impala Delegation for Kerberos Users

See Configuring Impala Delegation for Hue and Bl Tools on page 147 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.

Using TLS/SSL with Business Intelligence Tools

You can use Kerberos authentication, TLS/SSL encryption, or both to secure connections from JDBC and ODBC applications
to Impala. See Configuring Impala to Work with JDBC and Configuring Impala to Work with ODBC for details.

Prior to CDH 5.7 / Impala 2.5, the Hive JDBC driver did not support connections that use both Kerberos authentication
and SSL encryption. If your cluster is running an older release that has this restriction, to use both of these security
features with Impala through a JDBC application, use the Cloudera JDBC Connector as the JDBC driver.

Enabling Access to Internal Impala APIs for Kerberos Users

For applications that need direct access to Impala APIs, without going through the HiveServer2 or Beeswax interfaces,
you can specify a list of Kerberos users who are allowed to call those APIs. By default, the i mpal a and hdf s users are
the only ones authorized for this kind of access. Any users not explicitly authorized through the

i nternal _princi pal s_whitelist configuration setting are blocked from accessing the APIs. This setting applies
to all the Impala-related daemons, although currently it is primarily used for HDFS to control the behavior of the catalog
server.

Mapping Kerberos Principals to Short Names for Impala

In and higher, Impala recognizes the aut h_t o_| ocal setting, specified through the HDFS configuration setting
hadoop. security. auth_to_I ocal orthe Cloudera Manager setting Additional Rules to Map Kerberos Principals
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to Short Names. This feature is disabled by default, to avoid an unexpected change in security-related behavior. To
enable it:

e For clusters not managed by Cloudera Manager, specify--1 oad_auth_to_| ocal _rul es=trueinthei npal ad
and cat al ogdconfiguration settings.

e For clusters managed by Cloudera Manager, select the Use HDFS Rules to Map Kerberos Principals to Short Names
checkbox to enable the service-wide| oad_aut h_t o_| ocal _rul es configuration setting. Then restart the Impala
service.

See Using Auth-to-Local Rules to Isolate Cluster Users for general information about this feature.

Kerberos-Related Memory Overhead for Large Clusters

On a kerberized cluster with high memory utilization, ki ni t commands executed after every
"kerberos_reinit_interval' may cause out-of-memory errors, because executing the command involves a fork
of the Impala process. The error looks similar to the following:

Failed to obtain Kerberos ticket for principal: <varname>principal _detail s</varnane>
Failed to execute shell cnd: '"kinit -k -t <varnane>keytab_detail s</varname>',
error was: Error(12): Cannot allocate nenory

The following command changes the vm over conmi t _nenor y setting immediately on a running host. However, this
setting is reset when the host is restarted.

echo 1 > /proc/sys/vm overconmt_nenory
To change the setting in a persistent way, add the following line to the / et ¢/ sysct| . conf file:
vm overconmt_nenory=1

Thenrunsysct!l -p.No rebootis needed.

Enabling LDAP Authentication for Impala

Authentication is the process of allowing only specified named users to access the server (in this case, the Impala
server). This feature is crucial for any production deployment, to prevent misuse, tampering, or excessive load on the
server. Impala uses LDAP for authentication, verifying the credentials of each user who connects throughi npal a- shel I,
Hue, a Business Intelligence tool, JDBC or ODBC application, etc.

E,’ Note: Regardless of the authentication mechanism used, Impala always creates HDFS directories and

data files owned by the same user (typically i npal a). To implement user-level access to different
databases, tables, columns, partitions, and so on, use the Sentry authorization feature, as explained
in Enabling Sentry Authorization for Impala.

An alternative form of authentication you can use is Kerberos, described in Enabling Kerberos Authentication for Impala
on page 141.

Requirements for Using Impala with LDAP

Authentication against LDAP servers is available in Impala 1.2.2 and higher. Impala 1.4.0 added the support for secure
LDAP authentication through SSL and TLS.

The Impala LDAP support lets you use Impala with systems such as Active Directory that use LDAP behind the scenes.
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Consideration for Connections Between Impala Components
Only the connections between clients and Impala can be authenticated by LDAP.

You must use the Kerberos authentication mechanism for connections between internal Impala components, such as
between the i npal ad, st at est or ed, and cat al ogd daemons. See Enabling Kerberos Authentication for Impala on
page 141 on how to set up Kerberos for Impala.

Enabling LDAP in Command Line Interface

To enable LDAP authentication via a command line interface, start the i npal ad with the following startup options
for:

--enabl e_| dap_auth
Enables LDAP-based authentication between the client and Impala.
--ldap_uri

Sets the URI of the LDAP server to use. Typically, the URI is prefixed with | dap: / / . You can specify secure SSL-based
LDAP transport by using the prefix | daps: / /. The URI can optionally specify the port, for example:

| dap: / /| dap_server. exanpl e. com 389 or| daps://| dap_server. exanpl e. com 636. (389 and 636 are
the default ports for non-SSL and SSL LDAP connections, respectively.)

Support for Custom Bind Strings

When Impala connects to LDAP it issues a bind call to the LDAP server to authenticate as the connected user. Impala
clients, including the Impala shell, provide the short name of the user to Impala. This is necessary so that Impala can
use Sentry for role-based access, which uses short names.

However, LDAP servers often require more complex, structured usernames for authentication. Impala supports three
ways of transforming the short name (for example, ' henry' ) to a more complicated string. If necessary, specify one
of the following configuration options when starting the i npal ad daemon.

--ldap_domai n
Replaces the username with a string user nane@ dap_donai n.
--1 dap_baseDN

Replaces the username with a “distinguished name” (DN) of the form: ui d=useri d, | dap_baseDN. (This is
equivalent to a Hive option).

--ldap_bind_pattern

This is the most general option, and replaces the username with the string Idap_bind_pattern where all instances
of the string #Ul D are replaced with userid. For example, an | dap_bi nd_pat t er n of

"user =#Ul D, OU=f 00, CN=bar " with a username of henr y will construct a bind name of

"user =henry, OU=f 0o, CN=bar".

The above options are mutually exclusive, and Impala does not start if more than one of these options are specified.
Secure LDAP Connections

To avoid sending credentials over the wire in cleartext, you must configure a secure connection between both the
client and Impala, and between Impala and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. To secure all connections using TLS, specify
the following flags as startup options to the i npal ad daemon:


http://en.wikipedia.org/wiki/Transport_Layer_Security

--ldap_tls
Tells Impala to start a TLS connection to the LDAP server, and to fail authentication if it cannot be done.
--ldap_ca_certificate="/path/to/certificatel/pent

Specifies the location of the certificate in standard . PEMformat. Store this certificate on the local filesystem, in a
location that only the i npal a user and other trusted users can read.

Enabling LDAP in Cloudera Manager
To enable LDAP authentication in Cloudera Manager:

1. In the Impala service, click the Configuration tab.

2. In the search box, type Idap.

3. Specify the values for the option fields. Each field lists the corresponding Impala startup flag. See the sections
above for the corresponding flag if you need more information on a particular field.

4. Click Save Changes.
5. Restart the Impala service.

LDAP Authentication for impala-shell

To connect to Impala using LDAP authentication, you specify command-line options to the i npal a- shel | command
interpreter and enter the password when prompted.

-1
Enables LDAP authentication.
-u

Sets the user. Per Active Directory, the user is the short username, not the full LDAP distinguished name. If your
LDAP settings include a search base, use the - - | dap_bi nd_pat t er n on the i npal ad daemon to translate the
short user name from i mpal a- shel | automatically to the fully qualified name.

i mpal a- shel | automatically prompts for the password.

See Configuring Impala to Work with JDBC for the format to use with the JDBC connection string for servers using LDAP
authentication.

Enabling LDAP for Impala in Hue

1. Go to the Hue service.

. Click the Configuration tab.

. Select Scope > Hue Server.

. Select Category > Advanced.

. Add the following properties to the Hue Server Advanced Configuration Snippet (Safety Valve) for
hue_safety_valve_server.ini property.

g b WN

[i mpal a]

aut h_user name=<LDAP usernane of Hue user to be authenticated>
aut h_passwor d=<LDAP password of Hue user to be authenticated>
6. Click Save Changes.

Enabling Impala Delegation for LDAP Users

See Configuring Impala Delegation for Hue and Bl Tools on page 147 for details about the delegation feature that lets
certain users submit queries using the credentials of other users.

LDAP Restrictions for Impala

The LDAP support is preliminary. It currently has only been tested against Active Directory.



Using Multiple Authentication Methods with Impala

Impala 2.0 and later automatically handles both Kerberos and LDAP authentication. Each i npal ad daemon can accept
both Kerberos and LDAP requests through the same port. No special actions need to be taken if some users authenticate
through Kerberos and some through LDAP.

Prior to Impala 2.0, you had to configure each i npal ad to listen on a specific port depending on the kind of
authentication, then configure your network load balancer to forward each kind of request to a DataNode that was
set up with the appropriate authentication type. Once the initial request was made using either Kerberos or LDAP
authentication, Impala automatically handled the process of coordinating the work across multiple nodes and transmitting
intermediate results back to the coordinator node.

Configuring Impala Delegation for Hue and BI Tools

When users submit Impala queries through a separate application, such as Hue or a business intelligence tool, typically
all requests are treated as coming from the same user. In Impala 1.2 and higher, Impala supports “delegation” where
users whose names you specify can delegate the execution of a query to another user. The query runs with the privileges
of the delegated user, not the original authenticated user.

The name of the delegated user is passed using the HiveServer2 protocol configuration property i npal a. doas. user
when the client connects to Impala.

Currently, the delegation feature is available only for Impala queries submitted through application interfaces such as
Hue and BI tools. For example, Impala cannot issue queries using the privileges of the HDFS user.

The delegation feature is enabled by the startup option for i npal ad: - - aut hori zed_proxy_user_confi g.

The syntax for the option is:
--aut hori zed_proxy_user_confi g=aut hent i cat ed_user 1=del egat ed user 1, del egat ed user2, ... ; authenticated user2=...

e The list of authorized users are delimited with ;
¢ The list of delegated users are delimited with , by default.

e Usethe--authorized_proxy_user_config_delinter startup option to override the default user delimiter
(the comma character) to another character.

e Wildcard (*) is supported to delegated to any users, e.g. - - aut hor i zed_pr oxy_user _conf i g=hue=*. Make
sure to use single quotes or escape characters to ensure that any * characters do not undergo wildcard expansion
when specified in command-line arguments.

When you start Impala with the - - aut hor i zed_pr oxy_user_confi g=aut henti cat ed_user =del egat ed_user
option:
e Authentication is based on the user on the left hand side (authenticated_user).
e Authorization is based on the right hand side user(s) (delegated_user).
¢ When opening a client connection, the client must provide a delegated username via the HiveServer2 protocol
property,i npal a. doas. user or Del egati onUl D.
¢ |tis not necessary for authenticated_user to have the permission to access/edit files.
e |tis not necessary for the delegated users to have access to the service via Kerberos.
e delegated_user must exist in the OS.
e Inlmpala,user () returns authenticated_userandef f ecti ve_user () returnsthe delegated user that the client
specified.
The user delegation process works as follows:
1. The Impalad daemon starts with the following option:

e --authorized_proxy_user_config=aut henti cat ed_user=del egat ed_user

2. Aclient connects to Impala via the HiveServer2 protocol with the i npal a. doas. user configuration property,
e.g. connected user is authenticated_user with i npal a. doas. user =del egat ed_user.

3. The client user authenticated_user sends a request to Impala as the delegated user delegated_user.



4. Impala checks if delegated_user is in the list of authorized delegate users for the user authenticated_user.
5. If the user is an authorized delegated user for authenticated_user, the request is executed as the delegate user
delegated_user.

See this Cloudera blog post for background information about the delegation capability in HiveServer2.

To set up authentication for the delegated users:

¢ On the server side, configure either user/password authentication through LDAP, or Kerberos authentication, for
all the delegated users. See Enabling LDAP Authentication for Impala on page 144 or Enabling Kerberos Authentication
for Impala on page 141 for details.

¢ On the client side, to learn how to enable delegation, consult the documentation for the ODBC driver you are
using.
Enabling Delegation in Cloudera Manager
To enable delegation in Cloudera Manager:

1. Navigate to Clusters > Impala > Configuration > Policy File-Based Sentry.
2. In the Proxy User Configuration field, type the a semicolon-separated list of key=value pairs of authorized proxy
users to the user(s) they can impersonate. The list of delegated users are delimited with acomma, e.g. hue=user1,

user2.

The user names should be given in the short form. The names are case-sensitive

3. Click Save Changes and then restart Impala service.

Llama Authentication

Note:

The use of the Llama component for integrated resource management within YARN is no longer
supported with and higher. The Llama support code is removed entirely in and higher.

For clusters running Impala alongside other data management components, you define static service
pools to define the resources available to Impala and other components. Then within the area allocated
for Impala, you can create dynamic service pools, each with its own settings for the Impala admission
control feature.

This section describes how to configure Llama in CDH 5 with Kerberos security in a Hadoop cluster.

E,’ Note: Llama has been tested only in a Cloudera Manager deployment. For information on using
Cloudera Manager to configure Llama and Impala, see Installing Impala.

Configuring Llama to Support Kerberos Security

1. Create a Llama service user principal using the syntax:| | ama/ ful | y. qual i fi ed. domai n. nane @ OUR- REALM
This principal is used to authenticate with the Hadoop cluster, where fully.qualified.domain.name is the host
where Llama is running and YOUR-REALM is the name of your Kerberos realm:

$ kadmin
kadni n: addprinc -randkey
I'lama/fully. qualified. donmai n. nane @OUR- REALM

2. Create a keytab file with the Llama principal:

$ kadnmin
kadm n: xst -k |lama. keytab |lama/fully.qualified.donain. nane



3. Test that the credentials in the keytab file work. For example:

$ klist -e -k -t |lama. keytab

4. Copy thel | ama. keyt ab file to the Llama configuration directory. The owner of the | | ama. keyt ab file should
be the | | ama user and the file should have owner-only read permissions.

5. Edit the Llama | | ama- si t e. xm configuration file in the Llama configuration directory by setting the following

properties:

Property Value

Ilama. am server.thrift.security true

Il ama. am server.thrift. kerberos. keytab.file Il ama/ conf . keyt ab

Il ama. am server.thrift. kerberos. server.principal.nanme|llanma/fully.qualified. domai n. name

I'lana. amserver.thrift. kerberos. notification. principal.nane|i npal a

6. Restart Llama to make the configuration changes take effect.

Oozie Authentication

This section describes how to configure Oozie CDH 5 with Kerberos security on a Hadoop cluster:

e Configuring Kerberos Authentication for the Oozie Server on page 149
e Configuring Oozie HA with Kerberos on page 151

o Important:

To enable Oozie to work with Kerberos security on your Hadoop cluster, make sure you perform the
installation and configuration steps in Configuring Hadoop Security in CDH 5. Also note that when
Kerberos security is enabled in Oozie, a web browser that supports Kerberos HTTP SPNEGO is required
to access the Oozie web-console (for example, Firefox, Internet Explorer or Chrome).

o Important:

If the NameNode, Secondary NameNode, DataNode, JobTracker, TaskTrackers, ResourceManager,
NodeManagers, HttpFS, or Oozie services are configured to use Kerberos HTTP SPNEGO authentication,
and two or more of these services are running on the same host, then all of the running services must
use the same HTTP principal and keytab file used for their HTTP endpoints.

Configuring Kerberos Authentication for the Oozie Server

1. Create a Oozie service user principal using the syntax:
oozi e/ <fully.qualified. domai n. name>@YOUR- REALM>. This principal is used to authenticate with the
Hadoop cluster. where: f ul I y. qual i fi ed. domai n. nane is the host where the Oozie server is running
YOUR- REALMis the name of your Kerberos realm.

kadni n: addprinc -randkey oozie/fully.qualified.domain. name@OUR- REALM COM

2. Create a HTTP service user principal using the syntax: HTTP/ <f ul | y. qual i f i ed. domai n. namre>@YOUR- REALM>.
This principal is used to authenticate user requests coming to the Oozie web-services. where:
fully.qualified. domai n. nane is the host where the Oozie server is running YOUR- REALMis the name of
your Kerberos realm.

kadni n: addprinc -randkey HTTP/fully. qualified. domai n. nane@OUR- REALM COM



o Important:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

$ kadmin
kadmi n: xst -k oozie.keytab oozie/fully.qualified.donmain. nanme
kadm n: xst -k http.keytab HTTP/ful ly. qualified. domai n. nane

4. Merge the two keytab files into a single keytab file:

$ ktutil

ktutil: rkt oozie.keytab
ktutil: rkt http.keytab
ktutil: wkt oozie-http.keytab

5. Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t oozie-http. keytab

6. Copy theoozi e- htt p. keyt ab file to the Oozie configuration directory. The owner of the 0ozi e- ht t p. keyt ab
file should be the 0ozi e user and the file should have owner-only read permissions.

7. Edit the Oozie server oozi e- si t e. xm configuration file in the Oozie configuration directory by setting the
following properties:

o Important: You must restart the Oozie server to have the configuration changes take effect.

Property Value

0ozi e. servi ce. HhdoopAccessor Ser vi ce. ker beros. enabl ed |t r ue

| ocal .realm <REALM>

oozi e. servi ce. HadoopAccessor Servi ce. keytab. fil e |/ et c/ oozi e/ conf/ oozi e- htt p. keyt ab for a
package installation, or

<EXPANDED_DI R>/ conf/ oozi e- htt p. keyt ab fora
tarball installation

0ozi e. servi ce. HadoopAccessor Servi ce. kerberos. princi pal | oozi e/ <ful ly. qual i fi ed. donai n. nane>@YOLR REALM GOV

oozi e. aut hentication. type ker ber os

oozi e. aut henti cati on. ker beros. pri nci pal HITH <ful l'y. qual i fi ed. donai n. nane>@YAR REALM GOV

oozi e. aut henti cati on. ker ber os. nane. rul es |Use the value configured for
hadoop. security.auth_to_Il ocal in
core-site.xm




Configuring Oozie HA with Kerberos

o Important:

¢ If you use Cloudera Manager, do not use these command-line instructions. Use the Cloudera
Manager Kerberos wizard instead, which automates the steps described in this section. If you
have already enabled Kerberos, Cloudera Manager will automatically generate Kerberos credentials
for the new Oozie server. It will also regenerate credentials for any existing servers.

¢ This information applies specifically to CDH 5.14.0. If you use a lower version of CDH, see the
documentation for that version located at Cloudera Documentation.

In CDH 5, you can configure multiple active Oozie servers against the same database, providing high availability for
QOozie. For instructions on setting up Oozie HA, see Oozie High Availability

Let's assume a setup with three hosts running Oozie servers: host 1. exanpl e. com host 2. exanpl e. com and
host 3. exanpl e. com The Load Balancer which directs traffic to the Oozie servers is running on oozi e. exanpl e. com
Perform the following steps to configure Kerberos authentication on this Oozie HA-enabled deployment:

1. Assuming your Kerberos realm is EXAMPLE. COV create the following Kerberos principals:

e 00zi e/ host 1. exanpl e. com@EXAVPLE. COM

e 00zi e/ host 2. exanpl e. com@XAVPLE. COM

e 00zi e/ host 3. exanpl e. com@XAVPLE. COM

e HTTP/ host 1. exanpl e. com@&XAMPLE. COM

e HTTP/ host 2. exanpl e. com@XAMPLE. COM

e HTTP/ host 3. exanpl e. com@&XAMPLE. COM

e For the Load Balancer: HTTP/ oozi e. exanpl e. com@XAMPLE. COM

2. On each host, create a keytab file with the corresponding oozi e and HTTP principals from the list above. Each
keytab file should also have the Load Balancer's HTTP principal. For example, the keytab file on host 1 would
comprise:

e 00zi e/ host 1. exanpl e. com@XAMPLE. COM
e HTTP/ host 1. exanpl e. com@XAMPLE. COM
e HTTP/ oozi e. exanpl e. com@EXAMPLE. COM

3. On each host, configure the following properties in oozi e-site. xm :

<property>
<nane>o0zi e. aut henti cati on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ <host nanme>@EXAMPLE. COV/ val ue>
<descri pti on>
I ndi cates the Kerberos principal to be used for HTTP endpoi nt.
The principal MIUST start with 'HTTP/' as per Kerberos HTTP SPNEGO speci fication.

</ descri ption>
</ property>

<property>
<nanme>o0zi e. aut henti cati on. ker ber os. keyt ab</ nanme>
<val ue>${ oozi e. servi ce. HadoopAccessor Servi ce. keyt ab. fil e} </ val ue>
<descri pti on>
Locati on of the keytab file with the credentials for the principal.
Referring to the same keytab file Oozie uses for its Kerberos credentials for
Hadoop.
</ descri ption>
</ property>

Solr Authentication

This section describes how to configure Solr to enable authentication.
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When authentication is enabled, only specified hosts and users can connect to Solr. Authentication also verifies that
clients connect to legitimate servers. This feature prevents spoofing such as impersonation and man-in-the-middle
attacks. Search supports Kerberos and LDAP authentication.

Cloudera Search supports a variety of combinations of authentication protocols:

Table 8: Authentication Protocol Combinations

Solr Authentication Use Case
No authentication Insecure cluster
Kerberos only The Hadoop cluster has Kerberos turned on and every user

(or client) connecting to Solr has a Kerberos principal.

Kerberos and LDAP The Hadoop cluster has Kerberos turned on. External Solr
users (or clients) do not have Kerberos principals but do
have identities in the LDAP server. Client authentication
using LDAP requires that Kerberos is enabled for the
cluster. Using LDAP alone is not supported.

Once you are finished setting up authentication, configure Sentry authorization. Authorization involves specifying
which resources can be accessed by particular users when they connect through Search. See Configuring Sentry
Authorization for Cloudera Search for details.

Enabling Kerberos Authentication for Solr

Solr supports Kerberos authentication. All necessary packages are installed when you install Search. To enable Kerberos,
create principals and keytabs and then modify default configurations.

Important: The following instructions only apply to configuring Kerberos in an unmanaged

o environment. If you are using Cloudera Manager, Kerberos configuration is automatically handled.
For more information on enabling Kerberos using Cloudera Manager, see Configuring Authentication
in Cloudera Manager on page 43.

Create Principals and Keytabs
Repeat this process on all Solr server hosts:

1. Create a Solr service user principal using the syntax: sol r/ sol r 01. exanpl e. com@XAMPLE. COM This principal
is used to authenticate with the Hadoop cluster. Replace sol r 01. exanpl e. comwith the Solr server host, and
EXAMPLE. COMwith your Kerberos realm.

$ kadmin
kadm n: addprinc -randkey solr/solr01l. exanpl e. com@EXAVPLE. COM

2. Create a HTTP service user principal using the syntax: HTTP/ sol r 01. exanpl e. com@XAMPLE. COM This principal
is used to authenticate user requests coming to the Solr web-services. Replace sol r 01. exanpl e. comwith the
Solr server host, and EXAMPLE. COMwith your Kerberos realm.

kadm n: addprinc -randkey HTTP/ sol r01. exanpl e. com@EXAVPLE. COM

Note:

The HTTP/ component of the HTTP service user principal must be upper case as shown in the
syntax and example above.

3. Create keytab files with both principals.

kadm n: xst -norandkey -k solr.keytab sol r/solr01. exanpl e.com\
HTTP/ sol r 01. exanpl e. com



4,

5.

Test that credentials in the merged keytab file work. For example:
$ klist -e -k -t solr.keytab

Copy the sol r. keyt ab file to the Solr configuration directory. The owner of the sol r. keyt ab file should be
the sol r user and the file should have owner-only read permissions.

Modify Default Configurations

Repeat this process on all Solr server hosts:

1.

3.

Ensure that the following properties appear in/ et c/ def aul t / sol r or

/ opt/ cl ouder a/ par cel s/ CDH */ et ¢/ def aul t/ sol r and that they are uncommented. Modify these properties
to match your environment. The relevant properties to be uncommented and modified are:

SOLR_AUTHENTI CATI ON_TYPE=ker ber os

SOLR_AUTHENTI CATI ON_SI MPLE_ALLOW ANONEt r ue

SOLR_AUTHENTI CATI ON_KERBEROS_KEYTAB=/ et ¢/ sol r/ conf/ sol r. keyt ab

SOLR_AUTHENTI CATI ON_KERBEROS_PRI NCI PAL=HTTP/ | ocal host @Q.OCALHCST

SOLR_AUTHENTI CATI ON_KERBEROS_NAME_RULES=DEFAULT
SOLR_AUTHENTI CATI ON_JAAS CONF=/etc/ sol r/ conf/j aas. conf

E’; Note: Modify the values for these properties to match your environment. For example, the
SOLR_AUTHENTI CATI ON_KERBERCS_PRI NCI PAL=HTTP/ | ocal host @ OCALHOST mustinclude
the principal instance and Kerberos realm for your environment. That is often different from
| ocal host @ OCALHOST.

. Set hadoop. security.auth_to_| ocal to match the value specified by

SOLR_AUTHENTI CATI ON_KERBEROS NAME RULESin/etc/default/solr or
[ opt/cl ouderal/ parcel s/ CDH*/ et c/ defaul t/sol r.

E’; Note: Forinformation on how to configure the rules, see Configuring the Mapping from Kerberos
Principals to Short Names. For additional information on using Solr with HDFS, see Configuring
Solr for Use with HDFS.

If using applications that use the sol rj library, set up the Java Authentication and Authorization Service (JAAS).

a. Create aj aas. conf file in the Solr configuration directory containing the following settings. This file and its
location must match the SOLR_AUTHENTI CATI ON_JAAS_CONF value. Make sure that you substitute a value
for pri nci pal that matches your particular environment.

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=true
useTi cket Cache=f al se
keyTab="/etc/sol r/ conf/sol r. keyt ab"
principal ="solr/fully.qualified.domain. name @YOUR- REALM>" ;

}s

Enabling LDAP Authentication for Solr

Before continuing, make sure that you have completed the steps in Enabling Kerberos Authentication for Solr on page

152.

Solr supports LDAP authentication for external Solr client including:

Command-line tools
curl

Web browsers

Solr Java clients

In some cases, Solr does not support LDAP authentication. Use Kerberos authentication instead in these cases. Solr
does not support LDAP authentication with:

Search indexing components including the MapReduce indexer, Lily HBase indexer, or Flume.
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¢ Solr internal requests such as those for replication or querying.
e Hadoop delegation token management requests such as GETDELEGATI ONTOKEN or RENEVWDEL EGATI ONTOKEN.

Configuring LDAP Authentication for Solr using Cloudera Manager
You can configure LDAP-based authentication using Cloudera Manager at the Solr service level.

1. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > Security

. Select Enable LDAP.

. Enter the LDAP URI in the LDAP URI property.

. Configure only one of following mutually exclusive parameters:
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¢ LDAP BaseDN: Replaces the username with a "distinguished name" (DN) of the form:
ui d=useri d, | dap_baseDN. Typically used for OpenLDAP server installation.

-OR-

¢ Active Directory Domain: Replaces the username with a string user nanme@ dap_donai n. Typically used for
Active Directory server installation.

Configuring LDAP Authentication for Solr Using the Command Line

To enable LDAP authentication using the command line, configure the following environment variables in
letc/default/solr:

SCLR_AUTHENTI CATI ON_HTTP_SCHEMES=Negot i at e, Basi ¢
SOLR_AUTHENTI CATI ON_HTTP_DELEGATI ON_MGMI_SCHEMES=Negot i at e
SOLR_AUTHENTI CATI ON_HTTP_BASI C_HANDLER=| dap

SCLR_AUTHENTI CATI ON_HTTP_NEGOTI ATE_HANDLER=ker ber os
SCLR_AUTHENTI CATI ON_LDAP_PROVI DER_URL=I dap: / / ww. exanpl e. com

# Specify value for only one of SOLR_AUTHENTI CATI ON_LDAP_BASE DN or
SOLR_AUTHENTI CATI ON_LDAP_BI ND_DQOVAI N property.

SCLR_AUTHENTI CATI ON_LDAP_BASE DN=ou=User s, dc=exanpl e, dc=com

# SOLR_AUTHENTI CATI ON_LDAP_BI ND_DOVAI N=

# Required when using ‘Start TLS extension

# SOLR_AUTHENTI CATI ON_LDAP_ENABLE_START_TLS=f al se

Securing LDAP Connections
You can secure communications using LDAP-based encryption.

To avoid sending credentials over the wire in clear-text, you must configure a secure connection between both the
client and Solr, and between Solr and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of | daps: // instead of | dap: / /. Also, the default port for
SSL-enabled LDAP connections is 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocol, is supported by most modern LDAP servers. Unlike SSL connections, TLS
connections can be made on the same server port as non-TLS connections. You can enable xxx using Cloudera Manager.

1. Go to the Solr service.

. Click the Configuration tab.

. Select Scope > Solr

. Select Category > Security

. Select Enable LDAP TLS.

. Import the LDAP server security certificate in the Solr Trust Store file:
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a. Enter the location for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store File.
b. Enter the password for the Solr Trust Store File in Solr TLS/SSL Certificate Trust Store Password.

LDAP Client Configuration

Some HTTP clients such as curl or the Apache Http Java client must be configured to use a particular scheme. For
example:
¢ curl tool supports using Kerberos or username/password authentication. Kerberos is activated using the
- -negot i at e flag and username/password based authentication is activated using the - - basi ¢ and - u flags.
e Apache HttpClient library can be configured to use specific authentication scheme. For more information, see the
HTTP authentication chapter of Apache's HttpClient Tutorial.

Typically, web browsers automatically choose a preferred authentication scheme. For more information, see the HTTP
authentication topic in The Chromium Projects.

To use LDAP authentication with Solr Java clients, Ht t pCl i ent Conf i gur er needs to configured for Solr. This can
either be done programmatically or using Java system properties.

For example, programmatic initialization might appear as:

Sanpl eSol rCient.java

i mport org.apache.solr.client.solrj.inmpl.HtpCientUil;
i mport org.apache.solr.client.solrj.inpl.PreenptiveBasi cAut hConfi gurer;
i mport org. apache. sol r. cormon. par ans. Modi fi abl eSol r Par ans;

/**
* This method initializes the Solr client to use LDAP authentication
* This configuration is applicable to all Solr clients.
* @aram | dapUser Nane LDAP user nane
* @aram | dapPassword LDAP user password
*/
public static void initialize(String |dapUserNanme, String |dapPassword) {
HtpClientUtil.setConfigurer(new PreenptiveBasi cAut hConfigurer());
Modi fi abl eSol r Parans parans = new Modi fi abl eSol r Par ans() ;
parans. set (HttpdientUil.PROP_BASI C_ AUTH USER, | dapUser Nane);
parans. set (Httpdient Uil .PROP_BASI C_AUTH PASS, | dapPassword);
/1 Configure the JVM default paraneters.
Preenpti veBasi cAut hConfi gur er. set Def aul t Sol r Par ans( par ans) ;

}
For configuration using system properties, configure the following system properties:

Table 9: System properties configuration for LDAP authentication

System property Description

solr. httpclient.configurer Fully qualified classname of Ht t pCl i ent Confi gur er
implementation. For example,
agaechesdr.diet.sdrj.inp. Freenuti veBasi cALhQxfigurer.

solr.httpclient.config Http client configuration properties file path. For example,
| dap-credenti al s. properties.

For example, the entry in | dap- credenti al s. properti es might appear as:

| dap- credenti al s. properties
ht t pBasi cAut hUser =user 1
ht t pBasi cAut hPasswor d=passwd

Using Kerberos with Solr

The process of enabling Solr clients to authenticate with a secure Solr is specific to the client. This section demonstrates:
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e Using Kerberos and curl

e Using solrctl

e Configuring SolrJ Library Usage

¢ This enables technologies including:

¢ Command line solutions
e Java applications
e The MapReducelndexerTool

e Configuring Flume Morphline Solr Sink Usage

Secure Solr requires that the CDH components that it interacts with are also secure. Secure Solr interacts with HDFS,
ZooKeeper and optionally HBase, MapReduce, and Flume.

Using Kerberos and curl

You can use Kerberos authentication with clients such ascur | . Touse cur | , begin by acquiring valid Kerberos credentials
and then run the desired command. For example, you might use commands similar to the following:

$ kinit -kt usernane. keytab user nane
$ curl --negotiate -u foo:bar http://solrserver:8983/solr/

E,’ Note: Depending on the tool used to connect, additional arguments may be required. For example,

with curl, - -negoti at e and - u are required. The username and password specified with - u is not
actually checked because Kerberos is used. As a result, any value such as foo:bar or even just : is
acceptable. While any value can be provided for - u, note that the option is required. Omitting - u
results in a 401 Unauthorized error, even though the - u value is not actually used.

Using solrctl

If you are using sol rct | to manage your deployment in an environment that requires Kerberos authentication, you
must have valid Kerberos credentials, which you can get using ki ni t . For more information on sol rct | , see solrctl
Reference

Configuring SolrJ Library Usage

If using applications that use the solrj library, begin by establishing a Java Authentication and Authorization Service
(JAAS) configuration file.

Create a JAAS file:

¢ If you have already used ki ni t to get credentials, you can have the client use those credentials. In such a case,
modify your j aas-cl i ent . conf file to appear as follows:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=f al se
useTi cket Cache=true
principal ="user/fully.qualified. donai n. nane @YOUR- REALM>" ;

where user/ful ly. qualified. domai n. name@YOUR- REALM> is replaced with your credentials.
¢ If you want the client application to authenticate using a keytab, modify j aas-cl i ent. conf as follows:

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nModul e requi red
useKeyTab=true
keyTab="/pat h/t o/ user. keyt ab"
st or eKey=true
useTi cket Cache=f al se



princi pal ="user/fully.qualified.domai n. name @&XAMPLE. COM';

Replace / pat h/ t o/ user . keyt ab with the keytab file you want to use and
user/fully. qualified. domai n. name @XAMPLE. COMwith the principal in the keytab. If the principal omits
the hostname, omit it in the j aas-cl i ent. conf file as well (for example, j doe @GEXAMPLE. COM.

Use the JAAS file to enable solutions:
¢ Command line solutions

Set the property when invoking the program. For example, if you were using a jar, you might use:

java -Djava.security.auth. | ogin.config=/hone/user/jaas-client.conf -jar app.jar

¢ Java applications

Set the Java system propertyj ava. securi ty. aut h. | ogi n. confi g. For example, if the JAAS configuration file
is located on the filesystem as / hone/ user/ j aas-cl i ent. conf . The Java system property

java. security.auth.login. confi g must be setto point to this file. Setting a Java system property can be
done programmatically, for example using a call such as:

System set Property("j ava. security. auth.login.config", "/home/user/jaas-client.conf");

¢ The MapReducelndexerTool

The MapReducelndexerTool uses Solr) to pass the JAAS configuration file. Using the MapReducelndexerTool in a
secure environment requires the use of the HADOOP_OPTS variable to specify the JAAS configuration file. For
example, you might issue a command such as the following:

HADOOP_OPTS="- Dj ava. security. aut h. |l ogi n. confi g=/ hone/ user/jaas. conf" \
hadoop jar MapReducel ndexer Tool

¢ Configuring the hbase-indexer CLI

Certain hbase-indexer CLI commands such as r epl i cat i on- st at us attempt to read ZooKeeper hosts owned
by HBase. To successfully use these commands in Solr in a secure environment, specify a JAAS configuration file
with the HBase principal in the HBASE_| NDEXER _OPTS environment variable. For example, you might issue a
command such as the following:

HBASE_| NDEXER_OPTS="- Dj ava. security. aut h. | ogi n. confi g=/ hone/ user/ hbase-j aas. conf" \
hbase-i ndexer replication-status

Configuring Flume Morphline Solr Sink Usage
Repeat this process on all Flume hosts:

1. If you have not created a keytab file, do so now at/ et c/ f | une- ng/ conf/ f I une. keyt ab. This file should
contain the service principal f | une/ <f ul I y. qual i fi ed. donmai n. nane>@YOUR- REALM>. See Flume
Authentication on page 110 for more information.

2. Create a JAAS configuration file for flume at/ et c/ f | une- ng/ conf/ j aas-cl i ent. conf.The file should appear
as follows:

Cient {
com sun. security. aut h. nodul e. Kr b5Logi nModul e requi red
useKeyTab=true
useTi cket Cache=f al se
keyTab="/etc/fl ume-ng/ conf/fl ume. keyt ab"
principal ="flune/<fully.qualified. domai n. nane>@YOUR- REALM>" ;



3. Add the flume JAAS configuration to the JAVA_OPTSin/ et c/ fl ume- ng/ conf/f | une- env. sh. For example,
you might change:

JAVA OPTS="- Xmx500nt
to:

JAVA CPTS="- Xmx500m - Dj ava. security. aut h. | ogin.config=/etc/flume-ng/conf/jaas-client.conf"

Spark Authentication

Spark has an internal mechanism that authenticates executors with the driver controlling a given application. This
mechanism is enabled using the Cloudera Manager Admin Console, as detailed in Enabling Spark Authentication.

When Spark on YARN is running on a secure cluster, users must authenticate to Kerberos before submitting jobs, as
detailed in Running Spark Applications on Secure Clusters.

Enabling Spark Authentication
Minimum Required Role: Security Administrator (also provided by Full Administrator)

Spark has an internal mechanism that authenticates executors with the driver controlling a given application. This
mechanism is enabled using the Cloudera Manager Admin Console, as detailed below. Cluster administrators can
enable the spar k. aut hent i cat e mechanism to authenticate the various processes that support a Spark application.

To enable this feature on the cluster:

. Log into the Cloudera Manager Admin Console.

. Select Clusters > Spark (or Clusters > Spark_on_YARN).

. Click the Configuration menu.

. Scroll down to the Spark Authentication setting, or search for spar k. aut hent i cat e to find it.

. In the Spark Authentication setting, click the checkbox next to the Spark (Service-Wide) property to activate the
setting.

6. Click Save Changes.

U b WN R

E,’ Note: If your cluster supports Spark 2, you must make the same change to the Spark 2 setting.
For example:

7. Restart YARN:

¢ Select Clusters > YARN.
e Select Restart from the Actions drop-down selector.

8. Re-deploy the client configurations:

e Select Clusters > Cluster_name
¢ Select Deploy Client Configurations from the Actions drop-down selector.

Running Spark Applications on Secure Clusters

Secure clusters are clusters that use Kerberos for authentication. For secure clusters, Spark History Server automatically
uses Kerberos, so there's nothing to configure.

Users running Spark applications must first authenticate to Kerberos, using ki ni t, as follows:

$ kinit
| dap@XAMPLE- REALM COM ' s passwor d:



After authenticating to Kerberos, users can submit their applications using spar k- subni t as usual, as shown below.
This command submits one of the default Spark sample jobs using an environment variable as part of the path, so
modify as needed for your own use:

$ spark-submit --class org.apache. spark. exanpl es. SparkPi --naster yarn \
--depl oy- node cl uster $SPARK _HOVE/ |1 b/ spar k- exanpl es.jar 10

Configuring Spark on YARN for Long-Running Applications

Long-running applications such as Spark Streaming jobs must be able to write to HDFS, which means that the hdf s
user may need to delegate tokens possibly beyond the default lifetime. This workload type requires passing Kerberos
principal and keytab to the spar k- subni t script using the - - pri nci pal and - - keyt ab parameters. The keytab is
copied to the host running the ApplicationMaster, and the Kerberos login is renewed periodically by using the principal
and keytab to generate the required delegation tokens needed for HDFS.

E,’ Note: For secure distribution of the keytab to the ApplicationMaster host, the cluster should be
configured for TLS/SSL communication for YARN and HDFS encryption .

Create the Spark Principal and Keytab File
These are needed for long-running applications running on Spark on YARN cl ust er mode only.

1. Create the spar k principal and spar k. keyt ab file:

kadmi n: addprinc -randkey spark/fully.qualified.domain. name@OUR- REALM COM
kadm n: xst -k spark. keytab spark/fully.qualified.donmain. nane

See Step 4: Create and Deploy the Kerberos Principals and Keytab Files on page 84 for more information about Kerberos
and its use with Cloudera clusters.

Sqoop 2 Authentication

This section describes how to configure Sqoop 2 with Kerberos security in a Hadoop cluster.

E,i Note: Sqoop 2 is being deprecated. Cloudera recommends using Sqoop 1.

Create the Sqoop 2 Principal and Keytab File
You need to create a sqoop2. keyt ab file for Sqoop 2. Follow these steps:

1. Create the principal and keytab file:

kadm n: addprinc -randkey sqoop2/fully.qualified.domai n. name@OUR- REALM COM
kadm n: xst -k sqoop2. keytab sqoop2/fully.qualified.domain. name

2. Move the file into the Sqoop 2 configuration directory and restrict its access exclusively to the sqoop2 user:

$ nmv sqoop2. keytab /etc/sqoop2/ conf/
$ chown sqoop2 /etc/sqoop2/ conf/sqoop2. keyt ab
$ chrod 400 /etc/ sqoop2/ conf/sqoop2. keyt ab

For more details on creating Kerberos principals and keytabs, see Step 4: Create and Deploy the Kerberos Principals
and Keytab Files on page 84.




Configure Sqoop 2 to Use Kerberos

Edit the Sqoop 2 configuration file sqoop. properti es fileinthe/ et ¢/ sqoop2/ conf directory and add the following
properties:

or g. apache. sqoop. aut henti cat i on. t ype=KERBERCS

or g. apache. sqoop. aut hent i cati on. handl er =or g. apache. sqoop. securi ty. Ker ber osAut hent i cat i onHandl er
or g. apache. sgoop. aut hent i cat i on. ker ber 0s. pri nci pal =sqoop2/ f ul | y. qual i fi ed. donai n. nane@Q0OUR REALM GCM
or g. apache. sqoop. aut henti cati on. ker ber os. keyt ab=/ et c/ sqoop2/ conf/ sqoop2. keyt ab

Sqoop 1, Pig, and Whirr Security
Here is a summary of some security features for other CDH 5 components.
Pig
Supports security with no configuration required.
Sqoop 1
Sqoop1 does not support:

e TLS/SSL connections to Oracle, MySQL, or other databases
e Kerberos authentication to external databases

Whirr

Whirr does not support security in CDH 5.

ZooKeeper Authentication

As of Cloudera Manager 5.11, ZooKeeper supports mutual server-to-server (quorum peer) authentication using SASL
(Simple Authentication and Security Layer), which provides a layer around Kerberos authentication. Server to server
authentication among ZooKeeper servers in an ensemble mitigates the risk of spoofing by a rogue server on an unsecured
network. For more information about quorum peer authentication and how the feature leverages ZooKeeper's SASL
support, see the Cloudera Engineering Blog post, Hardening Apache ZooKeeper Security.

Client-to-server SASL-based authentication has been supported since Cloudera Manager/CDH 5.2 (ZooKeeper 3.4.0+).
Follow the steps in Configuring ZooKeeper Server for Kerberos Authentication on page 160 and Configuring ZooKeeper
Client Shell for Kerberos Authentication on page 162 to configure ZooKeeper to use this mechanism.

To configure client-server or server-server authentication for ZooKeeper, follow the appropriate steps below:

Requirements

Configuring ZooKeeper to use Kerberos for client-server or server-server authentication requires that your organization's
Kerberos instance (MIT Kerberos, Microsoft Active Directory) be up and running, and reachable by the ZooKeeper
server or client during the configuration processes detailed below. See Configuring Hadoop Security in CDH 5 for details.

Before enabling mutual authentication, the ZooKeeper servers in the cluster must be configured to authenticate using
Kerberos.

E,i Note: Cloudera recommends that you ensure your ZooKeeper ensemble is working properly, before
you attempt to integrate Kerberos authentication. See ZooKeeper Installation for details.

Configuring ZooKeeper Server for Kerberos Authentication

You can configure the ZooKeeper server for Kerberos authentication in Cloudera Manager or through the command
line.
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Using Cloudera Manager to Configure ZooKeeper Server for Kerberos Authentication
To set up the ZooKeeper server for Kerberos authentication in Cloudera Manager, complete the following steps:

. In Cloudera Manager, open the ZooKeeper service.
. Click the Configuration tab.
. Enter Kerberos in the in the Search bar.

. Find the Enable Kerberos Authentication property and select the check-box next to the ZooKeeper services that
you want to configure for Kerberos authentication.
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Using the Command Line to Configure ZooKeeper Server for Kerberos Authentication

Follow the steps below for each ZooKeeper server in the ensemble. To maintain consistency across ZooKeeper servers
in the ensemble, use the same name for the keytab file you deploy to each server, for example, zookeeper . keyt ab.
Each keytab file will contain its respective host's fully-qualified domain name (FQDN).

1. Create a service principal for the ZooKeeper server using the fully-qualified domain name (FQDN) of the host on
which ZooKeeper server is running and the name of your Kerberos realm using the pattern
zookeeper/ f gdn. exanpl e. com@ YOUR- REALM This principal will be used to authenticate the ZooKeeper
server with the Hadoop cluster. Create this service principal as follows:

kadni n: addprinc -randkey zookeeper/fqgdn. exanpl e. com@'OUR- REALM

2. Create a keytab file for the ZooKeeper server:

$ kadmi n
kadmi n: xst -k zookeeper. keytab zookeeper/fqgdn. exanpl e. com@OUR- REALM

E,i Note: For consistency across ZooKeeper Servers, use the same name for the keytab file you
create for each subsequent ZooKeeper Server host system you configure using these steps, for
example, zookeeper . keyt ab.

3. Copy the zookeeper . keyt ab file to the ZooKeeper configuration directory on the ZooKeeper server host, using
the appropriate ZooKeeper configuration directory: / et c/ zookeeper/ conf /. The zookeeper . keyt ab file
should be owned by the zookeeper user, with owner-only read permissions.

4. Add the following lines to the ZooKeeper configuration file zoo. cf g:

aut hProvi der. 1=or g. apache. zookeeper . server. aut h. SASLAut henti cati onPr ovi der
j aasLogi nRenew=3600000

5. Set up the Java Authentication and Authorization Service (JAAS) by creating a j aas. conf file in the ZooKeeper
configuration directory with the settings shown below, replacing f gdn. exanpl e. comwith the ZooKeeper server's
hostname.

Server {
com sun. security. aut h. nodul e. Kr b5Logi nModul e requi red
useKeyTab=t r ue
keyTab="/ et ¢/ zookeeper/ conf/ zookeeper . keyt ab"
st or eKey=true
useTi cket Cache=f al se
princi pal =" zookeeper/ f gdn. exanpl e. com
@'OUR- REALM';
b

6. Add the following setting to the j ava. env file located in the ZooKeeper configuration directory, creating the file
if necessary:

export JVMFLAGS="-Dj ava. security. auth.|ogin.config=/etc/zookeeper/conf/jaas.conf"
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7. Repeat these steps for each ZooKeeper server in the ensemble.
8. Restart the ZooKeeper server to have the configuration changes take effect. See ZooKeeper Installation for details.

Configuring ZooKeeper Client Shell for Kerberos Authentication

In addition to configuring ZooKeeper Server hosts to use Kerberos for authentication, you should also configure the
ZooKeeper client shell (the ZooKeeper CLI) to authenticate to the ZooKeeper service using Kerberos credentials. As
with the ZooKeeper Server, you must create a Kerberos principal for the client, as detailed below:

1. Create a Kerberos principal for the zookeeper - cl i ent, zkcl i @OUR- REALM replacing YOUR-REALM with the
name of your organization's Kerberos realm:

kadm n: addprinc -randkey zkcli @OUR- REALM

2. Create a keytab file for the ZooKeeper client shell using the - nor andkey option.

E,i Note: Not all versions of kadmi n support the - nor andkey option, in which case, simply omit
this option from the command. Using the kadm n command without the - nor andkey option
invalidates previously exported keytabs and generates a new password.

$ kadmi n
kadnmi n: xst -norandkey -k zkcli.keytab zkcli @/OUR- REALM

3. On the host running the ZooKeeper client shell, set up JAAS (Java Authentication and Authorization Service) in
the configuration directory appropriate for your installation type:

e Package installation: / et c/ zookeeper / conf /
¢ Tarball installation: EXPANDED DI R/ conf

4. Create aj aas. conf file containing the following settings:

Cient {
com sun. security. aut h. rodul e. Kr b5Logi nMbdul e requi red
useKeyTab=t r ue
keyTab="/pat h/to/ zkcl i . keyt ab"
st or eKey=t rue
useTi cket Cache=f al se
princi pal ="zkcl i @/OUR- REALM';
b

5. In this same configuration directory, add the following setting to the j ava. env file, creating the file if necessary.

export JVMFLAGS="-Dj ava. security. auth.|ogin.config=/etc/zookeeper/conf/jaas.conf"

Verifying the Configuration

After enabling Kerberos authentication and restarting the ZooKeeper cluster, you can verify that the authentication is
working correctly by following these steps:

1. Start the ZooKeeper client, passing to it the name of a ZooKeeper server:

zookeeper-client -server fqdn.exanple.com port

2. From the ZooKeeper CLI, create a protected znode using your ZooKeeper client principal:
create /znodel znodeldata sasl:zkcli @{YOUR REALM }: cdw a

3. Verify the znode is created and the ACL is set correctly:

get Acl /znodel
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The get Acl command returns the znode's scheme and permissions values. Verify that these are as expected.

Enabling Server-Server Mutual Authentication

As of Cloudera Manager 5.11, support for mutual authentication between ZooKeeper Servers can be enabled through
the Cloudera Manager Admin Console. For secured networks, server-to-server authentication is considered an optional
security enhancement, so the capability is disabled by default:

Show All Descriptions

Kerberos Principal ZOOKEEPER-1 (Service-Wide)
zookeeper

Enable Kerberos Z00OKEEPER-1 (Service-Wide) +

Authentication

L"Ih"J|l'.""_\':.’i".|l'||."r'

Enable Server to Server _1 ZOOKEEPER-1 (Service-Wide)

SASL Authentication

guorum.auth.enableSas

Server-to-server SASL authentication requires all servers in the ZooKeeper ensemble to authenticate using Kerberos,
as detailed in Configuring ZooKeeper Server for Kerberos Authentication on page 160.

Assuming your cluster is already configured to authenticate using Kerberos, you can enable mutual authentication as
follows:

1.
. Select Clusters > ZOOKEEPER-n.

. Click the Configuration tab.

. Select Category > Security under the Filters menu to display the security properties.
. Click the Enable Server to Server SASL Authentication box to select it.

. Click Save.

. Select Restart from the Actions drop-down to restart the cluster with this setting.
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Log into the Cloudera Manager Admin Console.

To disable server-to-server SASL authentication, simply return to the Cloudera Manager Admin Console page shown
above, de-select Enable Server to Server SASL Authentication (by clicking the checked box), and restart the cluster.

Configuring a Dedicated MIT KDC for Cross-Realm Trust

Using Cloudera Manager to configure Kerberos authentication for the cluster creates several principals and keytabs
automatically. Cloudera Manager also deploys the keytab files to every host in the cluster. See Hadoop Users (user:group)
and Kerberos Principals on page 103 for complete listing.

E,i Note: The example below is specific for creating and deploying principals and keytab files for MIT

Kerberos. See the appropriate documentation for other Kerberos implementations, such as Microsoft
Active Directory, as needed.



Local and Remote Kerberos Admin Tools

Kerberos administrator commands can be run directly on the KDC server host or remotely, as shown in the table:

kadmi n. | ocal Requires root access or Kerberos admin account. Use to log on directly to the KDC host.

kadmi n Use the logon to the KDC host system from another remote host over the network.

e To run Kerberos administration commands locally on the KRB host system:
$ sudo kadmi n. | ocal

Enter your Linux system password (for the sudo).
¢ To run Kerberos administration commands from any host:

$ kadmin

Enter your Kerberos administrator password.

E,’ Note: Commands shown for the kadni n shell can also be run at the kadni n. | ocal shell.

Setting up a Cluster-Dedicated KDC and Default Realm for the Hadoop Cluster

Cloudera has tested the following configuration approaches to Kerberos security for clusters managed by Cloudera
Manager. For administration teams that are just getting started with Kerberos security, we recommend starting with
these approaches to the configuration of KDC services for a number of reasons.

The number of Service Principal Names (SPNs) that are created and managed by the Cloudera Manager server for a
CDH cluster can be significant, so it isimportant to realize the potential impact on cluster uptime and overall operations
if you choose to manage keytabs manually instead. The Cloudera Manager server manages the creation of service
keytabs on the proper hosts based on the current configuration of the database. Manual keytab management can be
error prone and introduce delays when deploying or moving services within the cluster, especially under time-sensitive
conditions.

Cloudera Manager creates SPNs within a KDC that it can access with the kadm n command based on configuration of
the / et c/ kr b5. conf file on the Cloudera Manager host. SPNs are created with the format

servi ce- nane/ host . f gdn. nane @XAMPLE. COMwhere ser vi ce- nane is the relevant CDH service name such as
hue or hbase or hdf s.

If your site already has a working KDC, and any existing principals share the same name as any of the principals that
Cloudera Manager creates, the Cloudera Manager Server generates a new randomized key for those principals, and
consequently causes existing keytabs to become invalid.

This is why Cloudera recommends using a dedicated local MIT Kerberos KDC and realm for the Hadoop cluster. You
can set up a one-way cross-realm trust from the cluster-dedicated KDC and realm to your existing central MIT Kerberos
KDC, or to an existing Active Directory realm. Using this method, there is no need to create Hadoop service principals
in the central MIT Kerberos KDC or in Active Directory, but principals (users) in the central MIT KDC or in Active Directory
can be authenticated to Hadoop. The steps to implement this approach are as follows:

1. Install and configure a cluster-dedicated MIT Kerberos KDC that will be managed by Cloudera Manager for creating
and storing principals for the services supported by the cluster.

E,i Note: The kr b5- ser ver package includes a | ogr ot at e policy file to rotate log files monthly.
To take advantage of this, install the | ogr ot at e package. No additional configuration is necessary.

2. See the example kdc. conf and kr b5. conf files in Sample Kerberos Configuration Files on page 425 for
configuration considerations for the KDC and Kerberos clients.




3. Configure a default Kerberos realm for the cluster you want Cloudera Manager to manage and set up one-way
cross-realm trust between the cluster-dedicated KDC and either your central KDC or Active Directory, using the

appropriate steps:

e Using a Cluster-Dedicated KDC with a Central MIT KDC on page 165
e Using a Cluster-Dedicated MIT KDC with Active Directory on page 166

Cloudera strongly recommends the method above because:

¢ It requires minimal configuration in Active Directory.

e |t is comparatively easy to script the creation of many principals and keytabs. A principal and keytab must be
created for every daemon in the cluster, and in a large cluster this can be extremely onerous to do directly in
Active Directory.

e There is no need to involve central Active Directory administrators to get service principals created.

¢ It allows for incremental configuration. The Hadoop administrator can completely configure and verify the
functionality the cluster independently of integrating with Active Directory.

Using a Cluster-Dedicated KDC with a Central MIT KDC

Important: If you plan to use Oozie or the Hue Kerberos Ticket Renewer in your cluster, you must

o configure your KDC to allow tickets to be renewed, and you must configure kr b5. conf to request
renewable tickets. Typically, you can do this by adding the max_r enewabl e_| i f e setting to your
realm in kdc. conf, and by adding therenew | i f et i me parameter to the | i bdef aul t s section
of kr b5. conf . about renewable tickets, see the Kerberos documentation. See the Sample Kerberos
Configuration Files on page 425 for an example of configuration for ticket renewal.

1. Inthe/ var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[ real ms]
HADOOP. EXAMPLE. COM = {

2. Inthe/ et ¢/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure the default realm for
the Hadoop cluster by substituting your Kerberos realm in the following r eal s property. Also specify the local
dedicated KDC server hostname in the / et ¢/ kr b5. conf file (for example, kdc01. exanpl e. com).

[I'i bdefaul ts]
defaul t_real m = HADOOP. EXAMPLE. COM
[ real ns]
HADOOP. EXAMPLE. COM = {
kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO1l. hadoop. exanpl e. com 749
def aul t _donmi n = hadoop. exanpl e. com

}

EXAMPLE. COM = {
kdc = kdcO1l. exanpl e. com 88
adm n_server = kdcO1l. exanpl e. com 749
defaul t_domain = exanpl e.com

[ domai n_real n
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAVPLE. COM
exanpl e. com = EXAMPLE. COM

3. To set up the cross-realm trust in the cluster-dedicated KDC, type the following command in the kadni n. | ocal
or kadmi n shell on the cluster-dedicated KDC host to create a kr bt gt principal. Substitute your cluster-dedicated
KDC realm for HADOOP. EXAMPLE. COM and substitute your central KDC realm for EXAMPLE. COM Enter a trust


http://web.mit.edu/Kerberos/krb5-1.8/

password when prompted. Note the password because you will need to enter the exact same password in the
central KDC in the next step.

kadmi n: addpri nc kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM

4. Each of your Hadoop client users must also place this information in their local cor e- si t e. xni file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

5. To set up the cross-realm trust in the central KDC, type the same command in the kadni n. | ocal or kadmi n
shell on the central KDC host to create the exact same kr bt gt principal and password.

kadnmi n: addpri nc kr bt gt/ HADOOP. EXAMPLE. COM@EXAMPLE. COM

Important: For a cross-realm trust to operate properly, both KDCs must have the same kr bt gt
principal and password, and both KDCs must be configured to use the same encryption type.

6. To properly translate principal names from the central KDC realm into the cluster-dedicated KDC realm for the
Hadoop cluster, configure the Trusted Kerberos Realms property of the HDFS service.

. Open the Cloudera Manager Admin Console.
. Go to the HDFS service.
. Click the Configuration tab.
. Select Scope > HDFS (Service Wide)
. Select Category > Security.
Type Ker ber os in the Search box.

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to use
more advanced mappings which do more than just allow principals from another domain, you may enter
them in the Additional Rules to Map Kerberos Principals to Short Names property. For more information
about name mapping rules, see Mapping Kerberos Principals to Short Names on page 108.
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7. Each of your Hadoop client users must also place this information in their local cor e- si t e. xml file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

8. Later in this procedure, you will restart the services to have the configuration changesin core-si te. xm take
effect.

Using a Cluster-Dedicated MIT KDC with Active Directory

For Cloudera Manager clusters, the openl dap- cl i ent s package must be installed on the Cloudera Manager Server
host before configuring the cluster to use Kerberos for authentication.

On the Active Directory Server

1. On the Active Directory server host, type the following command to add the local realm trust to Active Directory:

net domtrust HADOOP. EXAMPLE. COM / Donmi n: EXAMPLE. COM / add /real m/ passwor dt : Tr ust Passwor d

2. On the Active Directory server host, type the following command to set the proper encryption type:
Windows 2003 RC2

Windows 2003 server installations do not support AES encryption for Kerberos. Therefore RC4 should be used.
Please see the Microsoft reference documentation for more information.

kt pass /M TReal nName HADOOP. EXAMPLE. COM / Trust Encryp RC4
Windows 2008

kset up / Set EncTypeAttr HADOOP. EXAMPLE. COM <enc_t ype>


http://social.technet.microsoft.com/wiki/contents/articles/2751.kerberos-interoperability-step-by-step-guide-for-windows-server-2003.aspx

Where the <enc_t ype> parameter can be replaced with parameter strings for AES, DES, or RC4 encryption modes.
For example, for AES encryption, replace <enc_t ype> with AES256- CTS- HVAC- SHA1- 96 or

AES128- CTS- HVAC- SHA1- 96 and for RC4 encryption, replace with RC4- HVAC- MD5. See the Microsoft reference
documentation for more information.

o Important: Make sure that the encryption type you specify is supported on both your version
of Windows Active Directory and your version of MIT Kerberos.

On the MIT KDC Server

1. Inthe/var/ ker ber os/ kr b5kdc/ kdc. conf file on the local dedicated KDC server host, configure the default
realm for the Hadoop cluster by substituting your Kerberos realm in the following r eal ns property:

[ real ns]
HADOOP. EXAMPLE. COM = {

2. Each of your Hadoop client users must also place this information in their local cor e- si t e. xml file. The easiest
way to do so is by using the Cloudera Manager Admin Console to generate a client configuration file.

3. On the local MIT KDC server host, type the following command in the kadmin.local or kadmin shell to add the
cross-realm kr bt gt principal:

kadnmi n: addprinc -e "<keysalt_list>" krbtgt/HADOOP. EXAMPLE. COM@XAMPLE. COM

where the <keysal t _| i st > parameter specifies the types of keys and their salt to be used for encryption of the
password for this cross-realm krbtgt principal. It can be set to AES, or RC4 keytypes with a salt value of :normal.
Note that DES is deprecated and should no longer be used. You can specify multiple keysalt types using the
parameter in the command above. Make sure that at least one of the encryption types corresponds to the
encryption types found in the tickets granted by the KDC in the remote realm. For an example of the values to
use, see the examples based on the Active Directory functional domain level, below.

Examples by Active Directory Domain or Forest "Functional level"

Active Directory will, based on the Domain or Forest functional level, use encryption types supported by that
release of the Windows Server operating system. It is not possible to use AES encryption types with an AD 2003
functional level. If you notice that DES encryption types are being used when authenticating or requesting service
tickets to Active Directory then it might be necessary to enable weak encryption types in the / et ¢/ kr b5. conf .
See Sample Kerberos Configuration Files on page 425 for an example.

¢ Windows 2003

kadmi n: addprinc -e "rc4-hmac: normal " kr bt gt/ HADOOP. EXAMPLE. COM@GEXAMPLE. COM

e Windows 2008

kadni n: addprinc -e "aes256-cts: nornmal aesl128-cts:nornal rc4-hmac: normal "
kr bt gt / HADOOP. EXAMPLE. COM@EXAMPLE. COM

E,i Note: The cross-realm kr bt gt principal that you add in this step must have at least one entry

that uses the same encryption type as the tickets that are issued by the remote KDC. If there are
no matching encryption types, principals in the local realm can successfully access the Hadoop
cluster, but principals in the remote realm are unable to.


http://technet.microsoft.com/en-us/library/hh240207.aspx
http://technet.microsoft.com/en-us/library/hh240207.aspx

On All Cluster Hosts

1. Inthe/ et c/ kr b5. conf file on all cluster hosts and all Hadoop client user hosts, configure both Kerberos realms.
Note that def aul t _r eal mshould be configured as the local MIT Kerberos realm for the cluster. Your kr b5. conf
may contain more configuration properties than those demonstrated below. This example is provided to clarify
configuration parameters. See Sample Kerberos Configuration Files on page 425 for more information.

[I'i bdefaul ts]
defaul t _real m = HADOOP. EXAMPLE. COM
[real nB]
EXAMPLE. COM = {
kdc = dc0O1. exanpl e. com 88
adm n_server = dc01. exanpl e.com 749

}
HADOOP. EXAMPLE. COM = {
kdc = kdcO1l. hadoop. exanpl e. com 88
adm n_server = kdcO01l. hadoop. exanpl e. com 749

}

[ domai n_real n
. hadoop. exanpl e. com = HADOOP. EXAVPLE. COM
hadoop. exanpl e. com = HADOOP. EXAMPLE. COM
. exanpl e. com = EXAVPLE. COM
exanpl e. com = EXAMPLE. COM

2. Use one of the following methods to properly translate principal names from the Active Directory realm into the
cluster-dedicated KDC realm for the Hadoop cluster.

¢ Using Cloudera Manager: Configure the Trusted Kerberos realms property of the HDFS service:

1. Open the Cloudera Manager Admin Console.
. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service Wide)

. Select Category > Security.

. Type Ker ber os in the Search box.

. Edit the Trusted Kerberos Realms property to add the name of your central KDC realm. If you need to
use more advanced mappings which do more than just allow principals from another domain, you may
enter them in the Additional Rules to Map Kerberos Principals to Short Names property. For more
information about name mapping rules, see Mapping Kerberos Principals to Short Names on page 108.
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¢ Using the Command Line: Configure the hadoop. security. auth_to_| ocal settinginthecore-site. xmn
file on all of the cluster hosts. The following example translates all principal names with the realm
EXAMPLE. COMinto the first component of the principal name only. It also preserves the standard translation
for the default realm (the cluster realm).

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>
RULE: [ 1: $1@0] (. * @XAVPLE\ . COMB) s/ ~(. *) @EXAMPLE\ . COMB/ $1/ g
RULE: [ 2: $1@0] (. * @EXAMPLE\ . COMB) s/ (. *) @GEXAMPLE\ . COMB/ $1/ g
DEFAULT
</ val ue>
</ property>

Integrating MIT Kerberos and Active Directory

Several different subsystems are involved in servicing authentication requests, including the Key Distribution Center
(KDC), Authentication Service (AS), and Ticket Granting Service (TGS). The more nodes in the cluster and the more
services provided, the heavier the traffic between these services and the services running on the cluster.



As a general guideline, Cloudera recommends using a dedicated Active Directory instance (Microsoft Server Domain
Services) for every 100-200 nodes in the cluster. However, this is just a loose guideline. Monitor utilization and deploy
additional instances as needed to meet the demand.

By default, Kerberos uses UDP for client/server communication which is typically faster at delivering packets than TCP,
but does not guarantee delivery. Additionally, using UDP packets that get too large are frequently dropped, as is the
case when a user is a member of a large number of groups. To avoid this problem, force Kerberos to use TCP by
modifying the Kerberos configuration file (kr b5. conf ) as follows:

[I'i bdefaul ts]
udp_preference_linmt =1

This is especially useful if the domain controllers are not on the same subnet as the cluster or are separated by firewalls.

In general, Cloudera recommends setting up the Active Directory domain controller (Microsoft Server Domain Services)
on the same subnet as the cluster and never over a WAN connection which results in considerable latency and affects
cluster performance.

Troubleshooting cluster operations when Active Directory is being used for Kerberos authentication requires
administrative access to the Microsoft Server Domain Services instance. Administrators may need to enable Kerberos
event logging on the Microsoft Server KDC to resolve issues.

Deleting Cloudera Manager roles or nodes requires manually deleting the associate Active Directory accounts. Cloudera
Manager cannot delete entries from Active Directory.

Integrating MIT Kerberos and Active Directory

Prior to release 5.1, clusters managed by Cloudera Manager could not integrate directly with a Microsoft Active Directory
KDC. Rather, integrating the Cloudera Manager cluster with an Active Directory KDC required the additional setup of
a local MIT KDC (local, meaning in the same subnet as the cluster).

E,i Note: The configuration process detailed below is not needed for Cloudera Manager clusters as of
release 5.1 (and higher). To integrate the cluster with an Active Directory KDC, see Enabling Kerberos
Authentication Using the Wizard on page 51.

The steps below can be used for Cloudera Manager clusters prior to release 5.1, or if the Active Directory KDC cannot
be accessed directly for whatever reason. The setup process assumes that:

e An MIT Kerberos KDC is running in the same subnet as the cluster and that a Kerberos REALM is local to the cluster
¢ A Microsoft Server Active Directory instance (Microsoft Server Domain Services) is running elsewhere on the
network, in its own Kerberos realm.

Given these two systems, you can then:

1. Create principals for all services running on the cluster in the MIT Kerberos realm local to the cluster.
2. Set up one-way cross-realm trust from the MIT Kerberos realm to the Active Directory realm, as detailed in
Configuring a Local MIT Kerberos Realm to Trust Active Directory on page 169

The result of this setup is that Active Directory principals (users) can authenticate to the cluster without needing service
principals.

Configuring a Local MIT Kerberos Realm to Trust Active Directory
On the Active Directory Server

1. Add the local realm trust to Active Directory with this command:

netdom trust YOUR- LOCAL- REALM COMPANY. COM / Donmai n: AD- REALM COMPANY. COM / add /real m
/ passwor dt : <Tr ust Passwor d>

2. Set the proper encryption type with this command:


https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0
https://support.microsoft.com/en-us/kb/262177?wa=wsignin1.0

On Windows 2003 RC2:

kt pass /M TReal mNanme YOUR- LOCAL- REALM COMPANY. COM / Trust Encryp <enc_type>

On Windows 2008:
ksetup / Set EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM <enc_t ype>

The <enc_type> parameter specifies AES, DES, or RC4 encryption. Refer to the documentation for your version of
Windows Active Directory to find the <enc_type> parameter string to use.

3. Get and verify the list of encryption types set with this command:

On Windows 2008:

ksetup / Get EncTypeAttr YOUR- LOCAL- REALM COVPANY. COM

Important: Make sure the encryption type you specify is supported on both your version of
Windows Active Directory and your version of MIT Kerberos.

On the MIT KDC Server

Type the following command in the kadmin.local or kadmin shell to add the cross-realm krbtgt principal. Use the same
password you used in the net domcommand on the Active Directory Server.

kadnm n: addprinc -e "enc_type list"
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@AD- REALM COVPANY. COM

where the enc_type_list parameter specifies the types of encryption this cross-realm krbtgt principal can support—AES,
DES, or RC4. You can specify multiple encryption types using the parameter in the command above, what's important
is that at least one of the encryption types corresponds to the encryption type found in the tickets granted by the KDC
in the remote realm. For example:

kadm n: addprinc -e "rc4-hmac: normal des3-hmac-shal: nor nal "
kr bt gt / YOUR- LOCAL- REALM COVPANY. COM@GAD- REALM COVPANY. COM

E,i Note: The cross-realm krbtgt principal that you add in this step must have at least one entry that
uses the same encryption type as the tickets that are issued by the remote KDC. If no entries have the
same encryption type, then the problem you will see is that authenticating as a principal in the local
realm will allow you to successfully run Hadoop commands, but authenticating as a principal in the
remote realm will not allow you to run Hadoop commands.

On All of the Cluster Hosts

1. Verify that both Kerberos realms are configured on all of the cluster hosts. Note that the default realm and the
domain realm should remain set as the MIT Kerberos realm which is local to the cluster.

[ real ns]
AD- REALM CORP. FOO. COM = {
kdc = ad. corp.foo.com 88
admi n_server = ad.corp.foo.com 749
default _domain = foo.com

}

CLUSTER- REALM CORP. FOO. COM = {
kdc = clusterOl. corp. foo.com 88
adm n_server = cluster01. corp.foo.com 749
default _domain = foo.com

}



2. To properly translate principal names from the Active Directory realm into local names within Hadoop, you must
configure the hadoop. security. auth_to_| ocal settinginthecore-site.xnl file on all of the cluster
machines. The following example translates all principal names with the realm AD- REALM CORP. FOO. COMinto

the first component of the principal name only. It also preserves the standard translation for the default realm
(the cluster realm).

<property>
<nanme>hadoop. security. aut h_t o_| ocal </ name>
<val ue>

RULE: [ 1: $1@0] (/. * @\D- REALM . CORP\ . FOO\ . COMB) s/ (. *) @\D- REALM . CORP\ . FOO\ . COMB/ $1/ g

RULE: [ 2: $1@0] (. * @\D- REALM . CORP\ . FOO\. . COMB) s/ (. *) @\D- REALM . CORP\ . FOO\ . COMB/ $1/ g

DEFAULT
</ val ue>
</ property>

For more information about name mapping rules, see Mapping Kerberos Principals to Short Names on page 108.



Authorization

Authorization is concerned with who or what has access or control over a given resource or service. Since Hadoop
merges together the capabilities of multiple varied, and previously separate IT systems as an enterprise data hub that
stores and works on all data within an organization, it requires multiple authorization controls with varying granularities.
In such cases, Hadoop management tools simplify setup and maintenance by:

e Tying all users to groups, which can be specified in existing LDAP or AD directories.

e Providing role-based access control for similar interaction methods, like batch and interactive SQL queries. For
example, Apache Sentry permissions apply to Hive (HiveServer2) and Impala.

CDH currently provides the following forms of access control:

e Traditional POSIX-style permissions for directories and files, where each directory and file is assigned a single
owner and group. Each assighment has a basic set of permissions available; file permissions are simply read, write,
and execute, and directories have an additional permission to determine access to child directories.

e Extended Access Control Lists (ACLs) for HDFS that provide fine-grained control of permissions for HDFS files by
allowing you to set different permissions for specific named users or named groups.

e Apache HBase uses ACLs to authorize various operations (READ, WRI TE, CREATE, ADM N) by column, column
family, and column family qualifier. HBase ACLs are granted and revoked to both users and groups.

¢ Role-based access control with Apache Sentry. As of Cloudera Manager 5.1.x, Sentry permissions can be configured
using either policy files or the database-backed Sentry service.

— The Sentry service is the preferred way to set up Sentry permissions. See Managing the Sentry Service for
more information.

— For the policy file approach to configuring Sentry, see Sentry Policy File Authorization.

Important: Cloudera does not support Apache Ranger or Hive's native authorization frameworks
for configuring access control in Hive. Use Cloudera-supported Apache Sentry instead.

Cloudera Manager User Roles

Access to Cloudera Manager features is controlled by user accounts that specify an authentication mechanism and
one or more user roles. User roles determine the tasks that an authenticated user can perform and the features visible
to the user in the Cloudera Manager Admin Console. Documentation for Cloudera Manager administration and
management tasks indicate user roles required to perform the task.

E,i Note: All possible user roles are available with Cloudera Enterprise. Cloudera Express provides
Read-Only and Full Administrator user roles only. When a Cloudera Enterprise Data Hub Edition trial
license expires, only users with Read-Only and Full Administrator roles can log in to Cloudera Manager.
A Full Administrator must change user accounts with other roles to Read-Only or Full Administrator
before such users can log in.

Displaying Roles for Current User Account Login

The user roles associated with a given login session are available at any time from the Cloudera Manager Admin Console

menu. Assuming you are logged in to Cloudera Manager Admin Console, you can always verify the user roles associated
with your current login as follows:

1. Select My Profile from the username drop-down menu, where username is the name of the logged in account

(such as admi n). The My Profile pop-up window displays the Username, Roles, and the date and time of the Last
Successful Login.



2. Click Close to dismiss the message page.

User Roles
A Cloudera Manager user account can be assigned one of the following roles with associated permissions:
e Auditor

— View configuration and monitoring information in Cloudera Manager.
— View audit events.

¢ Read-Only

View configuration and monitoring information in Cloudera Manager.
View service and monitoring information.

View events and logs.

View replication jobs and snapshot policies.

View YARN applications and Impala queries.

The Read-Only role does not allow the user to:

Add services or take any actions that affect the state of the cluster.
Use the HDFS file browser.

Use the HBase table browser.

Use the Solr Collection Statistics browser.

¢ Dashboard

— Create, edit, or remove dashboards that belong to the user.
— Add an existing chart or create a new chart to add to a dashboard that belongs to the user.
— Perform the same tasks as the Read-Only role.

¢ Limited Operator

View configuration and monitoring information in Cloudera Manager.

View service and monitoring information.

— Decommission hosts (except hosts running Cloudera Management Service roles).
— Perform the same tasks as the Read-Only role.

The Limited Operator role does not allow the user to add services or take any other actions that affect the state
of the cluster.

e Operator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Stop, start, and restart clusters, services (except the Cloudera Management Service), and roles.

— Decommission and recommission hosts (except hosts running Cloudera Management Service roles).
— Decommission and recommission roles (except Cloudera Management Service roles).

— Start, stop, and restart KMS.

— Perform the same tasks as the Read-Only role.

The Operator role does not allow the user to add services, roles, or hosts, or take any other actions that affect
the state of the cluster.

¢ Configurator

View configuration and monitoring information in Cloudera Manager.
Perform all Operator operations.

Configure services (except the Cloudera Management Service).

Enter and exit maintenance mode.



— Manage dashboards (including Cloudera Management Service dashboards).
— Start, stop, and restart KMS
— Perform the same tasks as the Read-Only role.

¢ Cluster Administrator - Use all of the functionality available in Cloudera Manager and perform all actions except
the following:

— Administer Cloudera Navigator.

— View replication schedules and snapshot policies.

— View audit events.

— Manage user accounts and configuration of external authentication.

— Manage Full Administrator accounts.

— Configure HDFS encryption, administer Key Trustee Server, and manage encryption keys.
— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.

— View the Directory Usage Report

— View the HBase Statistics Page

Unless otherwise noted above, the Cluster Administrator can view the data related to Cloudera Manager, such
as file metadata. The Cluster Administrator cannot see things like the content of files stored by HDFS and other
components.

¢ BDR Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Perform replication and define snapshot operations.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— View the Directory Usage Report

— View the HBase Table Statistics Page

— Perform the same tasks as the Read-Only role.

¢ Navigator Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Administer Cloudera Navigator.

— View audit events.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

e User Administrator

— View configuration and monitoring information in Cloudera Manager.

— View service and monitoring information.

— Manage user accounts and configuration of external authentication.

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.
— Perform the same tasks as the Read-Only role.

e Key Administrator

— View configuration and monitoring information in Cloudera Manager.

— Configure HDFS encryption, administer Key Trustee Server, and manage encryption keys.
— Start, stop, and restart KMS

— Configure KMS ACLs

— Use the HDFS file browser, the HBase table browser, and the Solr Collection browser.

— Perform the same tasks as the Read-Only role.



¢ Full Administrator - Full Administrators have permissions to use all of the functionality available in Cloudera
Manager and perform all actions on all clusters. Additionally, the Full Administrator can view the data related to
Cloudera Manager, such as file metadata, snapshots, quotas, and file size. The Full Administrator cannot see things
like the content of files stored by HDFS or other components.

Removing the Full Administrator User Role
Minimum Required Role: User Administrator (also provided by Full Administrator)

In some organizations, security policies may prohibit the use of the Full Administrator role. The Full Administrator role
is created during Cloudera Manager installation, but you can remove it as long as you have at least one remaining user
account with User Administrator privileges.

To remove the Full Administrator user role, perform the following steps.

1. Add at least one user account with User Administrator privileges, or ensure that at least one such user account
already exists.

2. Ensure that there is only a single user account with Full Administrator privileges.

3. While logged in as the single remaining Full Administrator user, select your own user account and either delete
it or assign it a new user role.

Warning: After you delete the last Full Administrator account, you will be logged out immediately
A and will not be able to log in unless you have access to another user account. Also, it will no longer
be possible to create or assign Full Administrators.

A consequence of removing the Full Administrator role is that some tasks may require collaboration between two or
more users with different user roles. For example:

¢ |f the machine that the Cloudera Navigator roles are running on needs to be replaced, the Cluster Administrator
will want to move all the roles running on that machine to a different machine. The Cluster Administrator can
move any non-Navigator roles by deleting and re-adding them, but would need a Navigator Administrator to
perform the stop, delete, add, and start actions for the Cloudera Navigator roles.

¢ In order to take HDFS snapshots, snapshots must be enabled on the cluster by a Cluster Administrator, but the
snapshots themselves must be taken by a BDR Administrator.

HDFS Extended ACLs

HDFS supports POSIX Access Control Lists (ACLs), as well as the traditional POSIX permissions model already supported.
ACLs control access of HDFS files by providing a way to set different permissions for specific named users or named
groups. They enhance the traditional permissions model by allowing users to define access control for arbitrary
combinations of users and groups instead of a single owner/user or a single group.

Enabling HDFS Access Control Lists

By default, HDFS access control lists (ACLs) are disabled on a cluster. You can enable them using either Cloudera
Manager or the command line.

The default ACL applies only to a directory, and all subdirectories and files created in that directory inherit the default
ACL of the parent directory.

For example, if a directory has a default ACL entry of def aul t : gr oup: anal yst s: rwx, then all files created in the
directory get a gr oup: anal yst s: rwx entry, and subdirectories get both the default ACL and the access ACL copied
over. To set a default ACL, simply prepend def aul t : to the user or group entry in the set f acl command (see HDFS
Extended ACL Example on page 177).

There is a maximum number/limit of 32 entries in a single HDFS extended ACL. If you attempt to add ACL entries
exceeding the maximum of 32, you will get an error. An excessive number of ACL entries indicates that the requirements
are better implemented by defining additional groups or users. ACLs with a very high number of entries also require
additional memory and storage, and take longer to evaluate upon each permission check.



o Important: Ensure that all users and groups resolve on the NameNode for ACLs to work as expected.

Enabling HDFS ACLs Using Cloudera Manager

1. Go to the Cloudera Manager Admin Console and navigate to the HDFS service.

. Click the Configuration tab.

. Select Scope > Service_name (Service-Wide)

. Select Category > Security

. Locate the Enable Access Control Lists property and select its checkbox to enable HDFS ACLs.
. Click Save Changes to commit the changes.
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Enabling HDFS ACLs Using the Command Line

To enable ACLs using the command line, set the df s. nanenode. acl s. enabl ed propertytot r ue inthe NameNode's
hdfs-site. xm .

<property>

<nane>df s. nanenode. acl s. enabl ed</ nane>
<val ue>true</ val ue>

</ property>

Commands

To set and get file access control lists (ACLs), use the file system shell commands, set f acl and get f acl .

getfacl

hdfs dfs -getfacl [-R <path>

<l -- COWAND OPTI ONS
<path>: Path to the file or directory for which ACLs should be |isted.

-R Use this option to recursively list ACLs for all files and directories.
-->

Examples:

<I-- To list all ACLs for the file located at /user/hdfs/file -->
hdfs dfs -getfacl /user/hdfs/file

<l-- To recursively list ACLs for /user/hdfs/file -->
hdfs dfs -getfacl -R /user/hdfs/file

setfacl

hdfs dfs -setfacl [-R [-b|-k -n-x <acl _spec> <path>]|[--set <acl_spec> <pat h>]

<l-- COWAND OPTI ONS

<path>: Path to the file or directory for which ACLs shoul d be set.

-R Use this option to recursively list ACLs for all files and directories.

-b: Revoke all perm ssions except the base ACLs for user, groups and others.

-k: Renove the default ACL.

-m Add new pernissions to the ACL with this option. Does not affect existing perm ssions.

-x: Renove only the ACL specifi ed.

<acl _spec>: Commm-separated |ist of ACL perm ssions.

--set: Use this option to conpletely replace the existing ACL for the path specified.
Previous ACL entries wll no | onger apply.

-->



Examples:

<!-- To give user ben read & wite perm ssion over /user/hdfs/file -->

hdfs dfs -setfacl -muser:ben:rw /user/hdfs/file

<!-- To renpbve user alice's ACL entry for /user/hdfs/file -->

hdfs dfs -setfacl -x user:alice /user/hdfs/file

<!-- To give user hadoop read & wite access, and group or others read-only access -->
hdfs dfs -setfacl --set user::rw,user:hadoop:rw,group::r--,other::r-- /user/hdfs/file

For more information on using HDFS ACLs, see the HDFS Permissions Guide on the Apache website.

HDFS Extended ACL Example

This example demonstrates how a user ("alice"), shares folder access with colleagues from another team ("hadoopdev"),
so that the hadoopdev team can collaborate on the content of that folder; this is accomplished by updating the default
extended ACL of that directory:

1. Make the files and sub-directories created within the content directory readable by team "hadoopdev":

$ hdfs dfs -setfacl -m group: hadoopdev:r-x /project

2. Set the default ACL setting for the parent directory:

$ hdfs dfs -setfacl -m default:group: hadoopdev:r-x /project

3. Create a sub-directory for the content you wish to share:

$ hdfs dfs -nkdir /project/dev

4. Inspect the new sub-directory ACLs to verify that HDFS has applied the new default values:

$ hdfs dfs -getfacl -R /project

file: /project
owner: alice
group: appdev
user::rwx
group::r-x
other::r-x

defaul t:user::rwx
defaul t: group::r-x
def aul t: group: hadoopdev: r - x
def aul t: mask: :r-x
default:other::r-x

file: /project/dev
owner: alice

group: appdev

user: :rwx
group::r-x

gr oup: hadoopdev: r-x
mask: :r-x
other::r-x

defaul t:user::rwx
defaul t: group::r-x
def aul t: group: hadoopdev: r - x
defaul t: mask::r-x
default:other::r-x

E,’ Note: At the timeitis created, the default ACL is copied from the parent directory to the child directory.
Subsequent changes to the parent directory default ACL do not change the ACLs of the existing child
directories.


http://hadoop.apache.org/docs/r2.6.0/hadoop-project-dist/hadoop-hdfs/HdfsPermissionsGuide.html#ACLs_Access_Control_Lists

Enabling Authorization for HDFS Web Uls

You can enforce authorization for the following HDFS web Uls: the NameNode, DataNode, and JournalNode. To do so,
you must have Kerberos authentication for HTTP web consoles and Hadoop Secure Authorization enabled. When both
configurations are set, only the hdf s user can access the HDFS web Uls by default. Any other user who attempts to
access the web Ul will encounter an HTTP 403 error because the user is not authorized to access the page.

For users and groups other than hdf s to access the web Uls, you must add them to hdf s- si t e. xnm with an HDFS
Service Advanced Configuration Snippet (Safety Valve).

Perform the following steps to enforce authorization for the HDFS web Uls:

1. In the Cloudera Manager Admin Console, go to Clusters > <HDFS service>.

2. Navigate to the Configurations tab and search for the following property: HDFS Ser vi ce Advanced
Configuration Snippet (Safety Valve) for hdfs-site.xm.

3. Add the following property:

e Name:dfs.cluster.adm nistrators
¢ Value: <comma separated |ist of user nanes and/or group nanes>

For example, a sample property might look like this:

e Name:dfs.cluster.admnistrators
e Value: hdf s, admi n_user _ni |t on, HTTP, hue, admi n_gr oup

These values would allow the users hdf s, adm n_user _ni | t on, HTTP, and hue as well as the group admi n_gr oup
to the following web Uls: NameNode, DataNode, and JournalNode.

If you perform the steps under Additional Configuration on page 178 to restrict access to the /jmx, /stack, /conf,
and /metrics servlets, you must add the HTTP user and the Service Monitor Kerberos Principal so that Cloudera
Manager can access the /jmx and /metrics servlets.

You can view the Service Monitor Kerberos Principal by navigating to Cloudera Management Service > Configuration
and searching for Rol e- Speci fi ¢ Kerberos Princi pal . The default Service Monitor Kerberos Principal is
hue.

4. Save the configuration.
5. Restart all stale HDFS services.

Additional Configuration

For a higher level of security, you can enforce authorization for the following HDFS web Ul servlets, which may contain
sensitive data: /jmx, /stack, /conf, and /metrics. When you enforce authorization for the servlets, only the users listed
inthe df s. cl ust er. admi ni st rat ors property can access them.

Cloudera Manager requires access to the /jmx and /metrics servlets and uses the HTTP user as well as the Service
Monitor Kerberos Principal to access them. Make sure to add both users to df s. cl ust er. admi ni strators as
described in Enabling Authorization for HDFS Web Uls on page 178.

Perform the following steps to enforce authorization for the servlets:

1. In the Cloudera Manager Admin Console, go to Clusters > <HDFS service>.

2. Navigate to the Configurations tab and search for the following property: HDFS Servi ce Advanced
Configuration Snippet (Safety Valve) for hdfs-site.xm.
3. Add the following property:

e Name: hadoop. security.instrunentation.requires.admn
e Value:true

4. Save the configuration.
5. Restart all stale HDFS services.



Configuring LDAP Group Mappings

Each host that comprises a node in a Cloudera cluster runs an operating system, such as CentOS or Oracle Linux. At
the OS-level, there are user : gr oup accounts created during installation that map to the services running on that
specific node of the cluster. The default shell-based group mapping provider,

or g. apache. hadoop. security. Shel | BasedUni xG oupsMappi ng, handles the mapping from the local host
system (the OS) to the specific cluster service, such as HDFS. The hosts authenticate using these local OS accounts
before processes are allowed to run on the node.

For clusters integrated with Kerberos for authentication, the hosts must also provide Kerberos tickets before processes
can run on the node. The cluster can use the organization's LDAP directory service to provide the login credentials,
including Kerberos tickets, to authenticate transparently while the system runs. That means that the local user : gr oup
accounts on each host must be mapped to LDAP accounts. To map local user : gr oup accounts to an LDAP service:

e Use tools such as SSSD (Systems Security Services Daemon) or Centrify Server Suite (see Identity and Access
management for Cloudera).

e The Hadoop LdapG- oupsMappi ng group mapping mechanism. The LdapG oupsMappi ng library may not be as
robust a solution needed for large organizations in terms of scalability and manageability, especially for organizations
managing identity across multiple systems and not exclusively for Hadoop clusters. Support for the
LdapG oupsMappi ng library is not consistent across all operating systems.

¢ Do not use Winbind to map Linux user : gr oup accounts to Active Directory. It cannot scale, impedes cluster
performance, and is not supported.

e Use the same user : gr oup mappings across all cluster nodes, for ease of management.

¢ Use either Cloudera Manager or the command-line process detailed below.

The local user : gr oup accounts must be mapped to LDAP for group mappings in Hadoop. You must create the users
and groups for your Hadoop services in LDAP.

To integrate the cluster with an LDAP service, the user : gr oup relationships must be contained in the LDAP directory.
The admin must create the user accounts and define groups for user : gr oup relationships on each host.

The user and group names listed in the table are the default user : gr oup values for CDH services.

E,i Note: If the defaults have been changed for any service, use the custom values to create the users
and configure the group for that service in the LDAP server, rather than the defaults listed in the table
below. For example, you changed the defaults in the Cloudera Manager Admin Console to customize
the System User or System Group setting for the service.

Cloudera Product or Component User Group
Cloudera Manager cl ouder a- scm cl ouder a- scm
Apache Accumulo accumul o accunul o
Apache Avro (No default) (No default)
Apache Flume (sink writing to HDFS needs write privileges) flume flunme
Apache HBase (Master, RegionServer processes) hbase hbase
Apache HCatalog, WebHCat service hi ve hi ve
Apache Hive (HiveServer2, Hive Metastore) hi ve hi ve
Apache Kafka kaf ka kaf ka
Apache Mahout (No default) (No default)
Apache Oozie oozi e oozi e
Apache Pig (No default) (No default)



https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Deployment_Guide/SSSD-Introduction.html
https://docs.centrify.com/en/css/suite2017/centrify-cloudera-guide.pdf
https://docs.centrify.com/en/css/suite2017/centrify-cloudera-guide.pdf

Cloudera Product or Component User Group

Apache Sentry sentry sentry
Apache Spark spark spark

Apache Sqoopl sgoop sqoop

Apache Sqoop2 sqoop?2 sqoop, sqgoop2
Apache Whirr (No default) (No default)
Apache ZooKeeper zookeeper zookeeper
Impala i npal a i npal a, hive
Cloudera Search sol r solr

HDFS (NameNode, DataNodes) hdf s hdf s, hadoop
HttpFS httpfs htt pfs

Hue hue hue

Hue Load Balancer (needs apache2 package) apache apache

Java KeyStore KMS ks ks

Key Trustee KMS ks ks

Key Trustee Server

keytrust ee

keytrust ee

Kudu kudu kudu

Llama Il ama Il ama
MapReduce (JobTracker, TaskTracker) mapr ed mapr ed, hadoop
Parquet (No default) (No default)

YARN yarn yarn, hadoop

clusters.

E,’ Note: Cloudera Manager 5.3 (and later releases) can be deployed in single user mode. In single user
mode, Hadoop users and groups are subsumed by cl ouder a- scm cl ouder a- scm Cloudera Manager
starts all Cloudera Manager Agent processes and services running on the nodes in the cluster as a unit
owned by thiscl ouder a- scm cl ouder a- scm Single user mode is not recommended for production

In addition:

e For Sentry with Hive, add these properties on the HiveServer2 node.

e For Sentry with Impala, add these properties to all hosts.

See Users and Groups in Sentry for more information.

Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Full Administrator)

Make the following changes to the HDFS service's security configuration:

1. Open the Cloudera Manager Admin Console and go to the HDFS service.

. Click the Configuration tab.
. Select Scope > HDFS (Service Wide)
. Select Category > Security.
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. Modify the following configuration properties using values from the table below:




Configuration Property Value

Hadoop User Group Mapping Implementation or g. apache. hadoop. security. LdapG oupsMappi ng

Hadoop User Group Mapping LDAP URL | dap://<server>

Hadoop User Group Mapping LDAP Bind User Admi ni strat or @xanpl e. com

Hadoop User Group Mapping LDAP Bind User * k%
Password

Hadoop User Group Mapping Search Base dc=exanpl e, dc=com

Although the above changes are sufficient to configure group mappings for Active Directory, some changes to the
remaining default configurations might be required for OpenLDAP.

Using the Command Line

Add the following properties to the cor e- si t e. xnml on the NameNode:

<property>

<nane>hadoop. security. group. mappi ng</ name>

<val ue>or g. apache. hadoop. securi ty. LdapG oupsMappi ng</ val ue>
</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. url </ nane>
<val ue>| dap:// server</val ue>

</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. bi nd. user </ nane>
<val ue>Admi ni st rat or @xanpl e. conx/ val ue>

</ property>

<property>

<nanme>hadoop. security. group. nappi ng. | dap. bi nd. passwor d</ nane>
<val ue>****</val ue>

</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. base</ nane>
<val ue>dc=exanpl e, dc=conx/ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. search. filter. user</nane>
<val ue>( &anp; (obj ect O ass=user ) (sAMAccount Name={ 0}) ) </ val ue>

</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. search. fil ter. group</ name>
<val ue>(obj ect C ass=gr oup) </ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. search. attr. menber </ nane>
<val ue>nenber </ val ue>

</ property>

<property>

<nane>hadoop. security. group. mappi ng. | dap. search. attr. gr oup. name</ nane>
<val ue>cn</ val ue>

</ property>



Authorization With Apache Sentry

Apache Sentry is a granular, role-based authorization module for Hadoop. Sentry provides the ability to control and
enforce precise levels of privileges on data for authenticated users and applications on a Hadoop cluster. Sentry
currently works out of the box with Apache Hive, Hive Metastore/HCatalog, Apache Solr, Impala, and HDFS (limited
to Hive table data).

Sentry is designed to be a pluggable authorization engine for Hadoop components. It allows you to define authorization
rules to validate a user or application’s access requests for Hadoop resources. Sentry is highly modular and can support
authorization for a wide variety of data models in Hadoop.

For information about configuring and managing the Sentry service, see the Apache Sentry Guide.

Continue reading:

Architecture Overview

Sentry Components
Data
Engine

Sentry
Plugin

There are three components involved in the authorization process:
e Sentry Server

The Sentry RPC server manages the authorization metadata. It supports interfaces to securely retrieve and
manipulate the metadata. In CDH 5.13 and above, you can configure multiple Sentry Servers for high availability.
See Sentry High Availability for information about how to enable high availability for Sentry.

e Data Engine

This is a data processing application, such as Hive or Impala, that needs to authorize access to data or metadata
resources. The data engine loads the Sentry plugin and all client requests for accessing resources are intercepted
and routed to the Sentry plugin for validation.

¢ Sentry Plugin

The Sentry plugin runs in the data engine. It offers interfaces to manipulate authorization metadata stored in the
Sentry Server, and includes the authorization policy engine that evaluates access requests using the authorization
metadata retrieved from the server.

Key Concepts

e Authentication - Verifying credentials to reliably identify a user

e Authorization - Limiting the user’s access to a given resource

e User - Individual identified by underlying authentication system

e Group - A set of users, maintained by the authentication system

e Privilege - An instruction or rule that allows access to an object

* Role - A set of privileges; a template to combine multiple access rules

e Authorization models - Defines the objects to be subject to authorization rules and the granularity of actions
allowed. For example, in the SQL model, the objects can be databases or tables, and the actions are SELECT,
I NSERT, and CREATE. For the Search model, the objects are indexes, configs, collections, documents; the access
modes include query and update.



Authorization

User Identity and Group Mapping

Sentry relies on underlying authentication systems, such as Kerberos or LDAP, to identify the user. It also uses the
group mapping mechanism configured in Hadoop to ensure that Sentry sees the same group mapping as other
components of the Hadoop ecosystem.

Consider a sample organization with users Alice and Bob who belong to an Active Directory (AD) group called
finance- depart nent . Bob also belongs to a group called f i nance- manager s. In Sentry, you first create roles and
then grant privileges to these roles. For example, you can create a role called Analyst and grant SELECT on tables
Customer and Sales to this role.

The next step is to join these authentication entities (users and groups) to authorization entities (roles). This can be
done by granting the Analyst role to the f i nance- depar t nment group. Now Bob and Alice who are members of the
fi nance- depart nment group get SELECT privilege to the Customer and Sales tables.

Role-Based Access Control

Role-based access control (RBAC) is a powerful mechanism to manage authorization for a large set of users and data
objects in a typical enterprise. New data objects get added or removed, users join, move, or leave organisations all the
time. RBAC makes managing this a lot easier. Hence, as an extension of the sample organization discussed previously,
if a new employee Carol joins the Finance Department, all you need to do is add her to the f i nance- depar t nent
group in AD. This will give Carol access to data from the Sales and Customer tables.

Unified Authorization

Another important aspect of Sentry is the unified authorization. The access control rules once defined, work across
multiple data access tools. For example, being granted the Analyst role in the previous example will allow Bob, Alice,
and others in the f i nance- depart nent group to access table data from SQL engines such as Hive and Impala, as
well as using MapReduce, Pig applications or metadata access using HCatalog.

Sentry Integration with the Hadoop Ecosystem

Apache
Solr

Impala

Admin App Catalog

Impala

Sentry Sentry Sentry
Plugin Plugin Plugin

Hive
Server?

Sentry 4 )
Plu Ein P ':'Il':'r" Audit
Metadata Trail

MNameMode

Sentry

Hive Plugin

Metastore

Authentication Group Mapping

Sentry
Plugin

As illustrated above, Apache Sentry works with multiple Hadoop components. At the heart, you have the Sentry Server
which stores authorization metadata and provides APIs for tools to retrieve and modify this metadata securely.
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Authorization

Note that the Sentry Server only facilitates the metadata. The actual authorization decision is made by a policy engine
that runs in data processing applications such as Hive or Impala. Each component loads the Sentry plugin, which includes
the service client for dealing with the Sentry service and the policy engine to validate the authorization request.

Hive and Sentry

Consider an example where Hive gets a request to access an object in a certain mode by a client. If Bob submits the
following Hive query:

sel ect * from production. sal es

Hive will identify that user Bob is requesting SELECT access to the Sales table. At this point Hive will ask the Sentry
plugin to validate Bob’s access request. The plugin will retrieve Bob’s privileges related to the Sales table and the policy
engine will determine if the request is valid.

SQL

.

—~

Sentry

A\

MR Query

Hive works with both the Sentry service and policy files. Cloudera recommends you use the Sentry service, which makes
it easier to manage user privileges. For more details and instructions, see Managing the Sentry Service.

Impala and Sentry

Authorization processing in Impala is similar to that in Hive. The main difference is caching of privileges. Impala’s
Catalog server manages caching schema metadata and propagating it to all Impala server nodes. This Catalog server
caches Sentry metadata as well. As a result, authorization validation in Impala happens locally and much faster.
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For detailed documentation, see Enabling Sentry Authorization for Impala.

Sentry-HDFS Synchronization

Sentry-HDFS authorization is focused on Hive warehouse data - that is, any data that is part of a table in Hive or Impala.
The real objective of this integration is to expand the same authorization checks to Hive warehouse data being accessed
from any other components such as Pig, MapReduce or Spark. At this point, this feature does not replace HDFS ACLs.
Tables that are not associated with Sentry will retain their old ACLs.
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The mapping of Sentry privileges to HDFS ACL permissions is as follows:

e SELECT privilege -> Read access on the file.
e INSERT privilege -> Write access on the file.
e ALL privilege -> Read and Write access on the file.

The NameNode loads a Sentry plugin that caches Sentry privileges as well Hive metadata. This helps HDFS to keep file

permissions and Hive tables privileges in sync. The Sentry plugin periodically polls Sentry to keep the metadata changes
in sync.

For example, if Bob runs a Pig job that is reading from the Sales table data files, Pig will try to get the file handle from
HDFS. At that point the Sentry plugin on the NameNode will figure out that the file is part of Hive data and overlay
Sentry privileges on top of the file ACLs. As a result, HDFS will enforce the same privileges for this Pig client that Hive
would apply for a SQL query.



For HDFS-Sentry synchronization to work, you must use the Sentry service, not policy file authorization. See Synchronizing
HDFS ACLs and Sentry Permissions, for more details.

Search and Sentry

Sentry can apply restrictions to various Search tasks including accessing data and creating collections. These restrictions
are consistently applied, regardless of the way users attempt to complete actions. For example, restricting access to
data in a collection restricts that access whether queries come from the command line, from a browser, or through
the admin console.

With Search, Sentry restrictions can be stored in the database-backed Sentry service or in a policy file (for example,
sentry-provider.ini) which is stored in an HDFS location such as
hdfs://ha-nn-uri/user/solr/sentry/sentry-provider.ini.

Sentry with Search does not support multiple policy files for multiple databases. If you choose to use policy files rather
than database-backed Sentry service, you must use a separate policy file for each Sentry-enabled service. For example,
if Hive and Search were using policy file authorization, using a combined Hive and Search policy file would result in an
invalid configuration and failed authorization on both services.

Search works with both the Sentry service and policy files. Cloudera recommends you use the Sentry service, which
makes it easier to manage user privileges. For more details and instructions, see Managing the Sentry Service or Sentry
Policy File Authorization.

For detailed documentation, see Configuring Sentry Authorization for Cloudera Search.

Authorization Administration

The Sentry Server supports APIs to securely manipulate roles and privileges. Both Hive and Impala support SQL
statements to manage privileges natively. Sentry assumes that HiveServer2 and Impala run as superusers, usually called
hi ve and i npal a. To initiate top-level permissions for Sentry, an admin must login as a superuser. You can use either
Beeline or the Impala shell to execute the following sample statement:

GRANT ROLE Anal yst TO GROUP fi nance_managers

Disabling Hive CLI

To execute Hive queries, you must use Beeline. Hive CLI is not supported with Sentry and therefore its access to the
Hive Metastore must be disabled. This is especially necessary if the Hive metastore has sensitive metadata. To do this,
set the Hive Metastore Access Control and Proxy User Groups Override property for the Hive service in Cloudera
Manager. For example, to give the hi ve user permission to impersonate only members of the hi ve and hue groups,
set the property to: hi ve, hue

If other user groups require access to the Hive Metastore, they can be added to the comma-separated list as needed.
For example, setting this property to hi ve, hue blocks the Spark shell from accessing the metastore.

Using Hue to Manage Sentry Permissions

Hue supports a Security app to manage Sentry authorization. This allows users to explore and change table permissions.
Here is a video blog that demonstrates its functionality.

Configuring HBase Authorization

After configuring HBase authentication (as detailed in HBase Configuration), you must define rules on resources that
is allowed to access. HBase rules can be defined for individual tables, columns, and cells within a table. Cell-level
authorization is fully supported since CDH 5.2.



http://gethue.com/apache-sentry-made-easy-with-the-new-hue-security-app/

Important: In a cluster managed by Cloudera Manager, HBase authorization is disabled by default.
You have to enable HBase authorization (as detailed in Enable HBase Authorization on page 189) to
use any kind of authorization method.

Understanding HBase Access Levels

HBase access levels are granted independently of each other and allow for different types of operations at a given
scope.

Read (R) - can read data at the given scope

Write (W) - can write data at the given scope

Execute (X) - can execute coprocessor endpoints at the given scope

Create (C) - can create tables or drop tables (even those they did not create) at the given scope

Admin (A) - can perform cluster operations such as balancing the cluster or assigning regions at the given scope

The possible scopes are:

Superuser - superusers can perform any operation available in HBase, to any resource. The user who runs HBase
on your cluster is a superuser, as are any principals assigned to the configuration property hbase. super user in
hbase-si t e. xm on the HMaster.

Global - permissions granted at gl obal scope allow the admin to operate on all tables of the cluster.
Namespace - permissions granted at nanespace scope apply to all tables within a given namespace.

Table - permissions granted at t abl e scope apply to data or metadata within a given table.

ColumnFamily - permissions granted at Col utmFani | y scope apply to cells within that ColumnFamily.

Cell - permissions granted at Cell scope apply to that exact cell coordinate. This allows for policy evolution along
with data. To change an ACL on a specific cell, write an updated cell with new ACL to the precise coordinates of
the original. If you have a multi-versioned schema and want to update ACLs on all visible versions, you'll need to
write new cells for all visible versions. The application has complete control over policy evolution. The exception
is append and i ncr ement processing. Appends and i ncr enent s can carry an ACL in the operation. If one is
included in the operation, then it will be applied to the result of the append ori ncr enent . Otherwise, the ACL
of the existing cell being appended to or incremented is preserved.

The combination of access levels and scopes creates a matrix of possible access levels that can be granted to a user.

In a production environment, it is useful to think of access levels in terms of what is needed to do a specific job. The
following list describes appropriate access levels for some common types of HBase users. It is important not to grant
more access than is required for a given user to perform their required tasks.

Superusers - In a production system, only the HBase user should have superuser access. In a development
environment, an administrator might need superuser access to quickly control and manage the cluster. However,
this type of administrator should usually be a @ obal Admi n rather than a superuser.

Global Admins - A gl obal admi n can perform tasks and access every table in HBase. In a typical production
environment, an admin should not have Read or Wi t e permissions to data within tables.

— Aglobal admin with Admi n permissions can perform cluster-wide operations on the cluster, such as balancing,
assigning or unassigning regions, or calling an explicit major compaction. This is an operations role.

— Aglobal admin with Cr eat e permissions can create or drop any table within HBase. This is more of a DBA-type
role.

In a production environment, it is likely that different users will have only one of Adni n and Cr eat e permissions.



A Warning:

In the current implementation, a d obal Admi n with Adni n permission can grant himself Read
and Wi t e permissions on a table and gain access to that table's data. For this reason, only grant
A obal Admi n permissions to trusted user who actually need them.

Also be aware that a d obal Adni n with Cr eat e permission can perform a Put operation on
the ACL table, simulating a gr ant or r evoke and circumventing the authorization check for

d obal Adni n permissions. This issue (but not the first one) is fixed in CDH 5.3 and higher, as
well as CDH 5.2.1.

Due to these issues, be cautious with granting Global Admin privileges.

¢ Namespace Admin - a namespace admin with Create permissions can create or drop tables within that namespace,
and take and restore snapshots. A namespace admin with Admin permissions can perform operations such as
splits or major compactions on tables within that namespace. Prior to CDH 5.4, only global admins could create
namespaces. In CDH 5.4, any user with Namespace Create privileges can create namespaces.

¢ Table Admins - A table admin can perform administrative operations only on that table. A table admin with Cr eat e
permissions can create snapshots from that table or restore that table from a snapshot. A table admin with Admi n
permissions can perform operations such as splits or major compactions on that table.

e Users - Users can read or write data, or both. Users can also execute coprocessor endpoints, if given Execut abl e
permissions.

o Important:

If you are using Kerberos principal names when setting ACLs for users, Hadoop uses only the first part
(short) of the Kerberos principal when converting it to the username. Hence, for the principal
ann/fully.qualified.domai n. name@OUR- REALM COM HBase ACLs should only be set for user
ann.

The following table shows some typical job descriptions at a hypothetical company and the permissions they might
require to get their jobs done using HBase.

Table 10: Real-World Example of Access Levels

Job Title Scope Permissions Description

Senior Administrator Global Admin, Create Manages the cluster and
gives access to Junior
Administrators.

Junior Administrator Global Create Creates tables and gives
access to Table
Administrators.

Table Administrator Table Admin Maintains a table from an
operations point of view.

Data Analyst Table Read Creates reports from HBase
data.

Web Application Table Read, Write Puts data into HBase and
uses HBase data to perform
operations.

Further Reading

e Access Control Matrix



http://hbase.apache.org/book/appendix_acl_matrix.html

e Security - Apache HBase Reference Guide

Enable HBase Authorization

HBase authorization is built on top of the Coprocessors framework, specifically AccessCont rol | er Coprocessor.

E,i Note: Once the Access Controller coprocessor is enabled, any user who uses the HBase shell will be
subject to access control. Access control will also be in effect for native (Java API) client access to
HBase.

Enable HBase Authorization Using Cloudera Manager

1. Go to Clusters and select the HBase cluster.

. Select Configuration.

. Search for HBase Secure Authorization and select it.

. Search for HBase Service Advanced Configuration Snippet (Safety Valve) for hbase-site.xml and enter the following
into it to enable hbase. securi ty. exec. per m ssi on. checks. Without this option, all users will continue to
have access to execute endpoint coprocessors. This option is not enabled when you enable HBase Secure
Authorization for backward compatibility.

A WN

<property>
<name>hbase. security. exec. perni ssi on. checks</ name>
<val ue>t rue</ val ue>

</ property>

5. Optionally, search for and configure HBase Coprocessor Master Classes and HBase Coprocessor Region Classes.

Enable HBase Authorization Using the Command Line

o Important:

¢ Follow these command-line instructions on systems that do not use Cloudera Manager.

e This information applies specifically to CDH 5.14.x. See Cloudera Documentation for information
specific to other releases.

To enable HBase authorization, add the following properties to the hbase- si t e. xnl file on every HBase server host
(Master or RegionServer):

<property>
<name>hbase. security. aut hori zati on</ nane>
<val ue>t rue</ val ue>
</ property>
<property>
<nanme>hbase. security. exec. perm ssi on. checks</ name>
<val ue>t rue</ val ue>
</ property>
<property>
<name>hbase. copr ocessor. nast er. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er</val ue>
</ property>
<property>
<name>hbase. copr ocessor. r egi on. cl asses</ nane>

<va ue>or g apache. hadoap. hbese. securi ty. t oken. TokenRr ovi der, or g. apeche. hadoop. hbese. securri ty. access. Access@trd | er </ va ue>
</ property>
Configure Access Control Lists for Authorization

Now that HBase has the security coprocessor enabled, you can set ACLs using the HBase shell. Start the HBase shell
as usual.


http://hbase.apache.org/book/security.html
http://www.cloudera.com/content/support/en/documentation.html

o Important:
The host running the shell must be configured with a keytab file as described in Configuring Kerberos
Authentication for HBase.

The commands that control ACLs take the following form. Group names are prefixed with the @symbol.

hbase> grant <user> <pernissions> [ @nanespace> [ <table>] <columm fam |ly>[ <columm
qualifier>1 1 1 1 # grants perm ssions

hbase> revoke <user> [ @nanespace> [ <table> [ <columm family> [ <colum qualifier> ]
] 1 # revokes perm ssions

hbase> user _perni ssi on <tabl e>
# di spl ays existing perm ssions

In the above commands, fields encased in <> are variables, and fields in [ ] are optional. The per mi ssi ons variable
must consist of zero or more character from the set "RWCA".

e Rdenotes read permissions, which is required to perform Get , Scan, or Exi st s calls in a given scope.

e \Wdenotes write permissions, which is required to perform Put , Del et e, LockRow, Unl ockRow,
I ncr ement Col utmVal ue, CheckAndDel et e, CheckAndPut , Fl ush, or Conpact in a given scope.

e X denotes execute permissions, which is required to execute coprocessor endpoints.

e Cdenotes create permissions, which is required to perform Cr eat e, Al t er, or Dr op in a given scope.

¢ Adenotes admin permissions, which is required to perform Enabl e, Di sabl e, Snapshot, Rest or e, Cl one,
Split, Maj or Conpact, Gr ant, Revoke, and Shut down in a given scope.

Access Control List Example Commands

grant 'userl', 'RWC
grant 'user2', 'RW, 'tableA
grant 'user3', 'C, '@y_nanmespace'

Be sure to review the information in Understanding HBase Access Levels on page 187 to understand the implications
of the different access levels.

Configure Cell_Level Access Control Lists
If you wish to enable cell-level ACLs for HBase, then you must modify the default values for the following properties:
hbase. securi ty. exec. perm ssion. checks => true (the default value is fal se)

hbase. security.access.early_out => false (the default value is true)
hfile.format.version => 3 (the default value is 2)

Unless you modify the default properties as specified (or via the service-wide HBase Service Advanced Configuration
Snippet (Safety Valve) for hbase-site.xml, which requires a service restart), then cell level ACLs will not work.
The following example shows how to grant (or revoke) HBase permissions (in this case, r ead permission) at the cell-level

via an ACL:

grant ' Enployee', { 'enploye.name' => 'R }, { COLUWNS => [ 'pd" ], FILTER =>
"(PrefixFilter ("T))" }



Encrypting Data in Transit

Transport Layer Security (TLS) is an industry standard set of cryptographic protocols for securing communications over
a network. TLS evolved from Secure Sockets Layer (SSL). Because the SSL terminology is still widely used, Cloudera
software and documentation refer to TLS as TLS/SSL, but the actual protocol used is TLS. SSL is not used in Cloudera
software.

In addition to TLS/SSL encryption, HDFS and HBase transfer data using remote procedure calls (RPCs). To secure this
transfer, you must enable RPC encryption.

For instructions on enabling TLS/SSL and RPC encryption, see the following topics:

TLS/SSL and Its Use of Certificates

TLS/SSL provides privacy and data integrity between applications communicating over a network by encrypting the
packets transmitted between endpoints (ports on a host, for example). Configuring TLS/SSL for any system typically
involves creating a private key and public key for use by server and client processes to negotiate an encrypted connection
at runtime. In addition, TLS/SSL can use certificates to verify the trustworthiness of keys presented during the negotiation
to prevent spoofing and mitigate other potential security issues.

Setting up Cloudera clusters to use TLS/SSL requires creating private key, public key, and storing these securely in a
keystore, among other tasks. Although adding a certificate to the keystore may be the last task in the process, the lead
time required to obtain a certificate depends on the type of certificate you plan to use for the cluster.

Certificates Overview

A certificate is digitally signed, typically by a certificate authority (CA) that indirectly (through a chain of trust) verifies
the authenticity of the public key presented during the negotiation. Certificates can be signed in one of the three
different ways shown in the table:

Type Usage Note

Public CA-signed Recommended. This type of certificate is signed by a public certificate authority (CA), such as
certificates Symantec or Comodo. Public CAs are trusted third-parties whose certificates can be verified
through publicly accessible chains of trust. Using this type of certificate can simplify deployment
because security infrastructure, such as root CAs, are already contained in the Java JDK and its
default truststore. See Generate TLS Certificates on page 195 for details.

Internal CA-signed | This type of certificate is signed by your organization's internal CA. Organizations using OpenSSL
certificates Certificate Authority, Microsoft Active Directory Certificate Service, or another internal CA
system can use this type of certificate. See How to Configure TLS Encryption for Cloudera
Manager for details about using internal CA-signed certificates for configuration.

Self-signed Not recommended for production deployments. Self-signed certificates are acceptable for use
certificates in non-production deployments, such as for proof-of-concept setups. See Using Self-signed

Certificates for TLS for details.

During the process of configuring TLS/SSL for the cluster, you typically obtain a certificate for each host in the cluster,
and re-use the certificate obtained in a given format (JKS, PEM) as needed for the various services (daemon roles)
supported by the host. For information about converting formats, see How to Convert Certificate Encodings (DER, JKS,
PEM) for TLS/SSL. As an alternative to creating discrete certificates for each host in the cluster, as of Cloudera
Manager/CDH 5.9, all Cloudera cluster components support wildcard domains and SubjectAlternateName certificates.



https://tools.ietf.org/html/rfc5246
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Wildcard Domain Certificates and SAN Certificates Support

Cloudera Manager and CDH (as of release 5.9) support use of wildcard domain certificates and SAN certificates.

A wildcard certificate—a certificate with the common name *, as in *. exanpl e. com rather than a specific host
name—can be used for any number of first level sub-domains within a single domain name. For example, a wildcard
certificate can be used with host - 1. exanpl e. com host - 2. exanpl e, host - 3. exanpl e. com and so on.

Certificates obtained from public CAs are not free, so using wildcard certificates can reduce costs. Using wildcard
certificates also makes it easier to enable encryption for transient clusters and for clusters that need to expand and
shrink, since the same certificate and keystore can be re-used.

Important: Be aware that using wildcard domain certificates has some security risks. Specifically,
because all nodes use the same certificate, a breach of any one machine can result in a breach of all
machines.

A SubjectAlternativeName or SAN certificate is a certificate that uses the SubjectAlternativeName extension to associate
the resulting certificate with multiple specific host names. In the context of clusters, SAN certificates are used in
high-availability (HA) configurations in which a load balancer targets two different specific hosts as primary and
secondary nodes for fail-over purposes. See Server Certificate Requirements for HA Deployments for an example.

Wildcard Wildcard certificates can be used by all hosts within a given domain. Using wildcard certificates
Certificates for all hosts in the cluster can reduce costs but also exposes greater potential risk.

SubjectAtemativeName | SubjectAlternativeName (SAN) certificates are bound to a set of specific DNS names. A single SAN
Certificates certificate can be used for all hosts or a subset of hosts in the cluster. SAN certificates are used
in Cloudera Manager high-availability (HA) configurations.

Renew Certificates Before Expiration Dates

The signed certificates you obtain from a public CA (or those you obtain from an internal CA) have an expiration date,
such as that shown in this excerpt:

Certificate:
Data:
Version: 3 (@x2)
Serial Number: 11485830978783032316 (Bx9f65deb9ceef2ffc)
Signature Algorithm: sha256WithRSAEncryption
Issuer: C=US, ST=MD, L=Baltimore, CN=Test CA/emailAddress=test@example.com
Validity
Not Before: Jan 24 14:24:11 2017 GMT
Not After : Feb 23 14:24:11 2018 GMT
Subject: C=US, S5T=MD, L=Baltimore, CN=Test CA/emailAddress=test@example.com
Subject Public Key Info:
Public Key Algorithm: rsaEncryption
Public-Key: (4096 bit)
Modulus:
00:bl:7f:29:be:78:02:bB:56:54:2d:2c:gc: fT:6d:

39:f9:1e:52:cb:8e:bf:8b:%e:a6:93:el1:22:89:8b:

Expired certificates cause most cluster operations to fail. Cloudera Manager Agent hosts, for example, will not be able
to validate the Cloudera Manager Server host and will fail to launch the cluster nodes. Administrators should note
expiration dates of all certificates when they deploy the certificates to the cluster nodes and setup reminders to allow
enough time to renew.

Tip: Use OpenSSL to check the expiration dates for certificates already deployed:

openssl x509 -enddate -noout -in /opt/clouderal/security/pki/$(hostnanme -f)-server.cert.pem



Understanding Keystores and Truststores

Configuring Cloudera Manager Server and cluster components to use TLS/SSL requires obtaining keys, certificates, and
related security artifacts. The following provides a brief overview.

Java Keystore and Truststore

All clients in a Cloudera Manager cluster configured for TLS/SSL need access to the truststore to validate certificates
presented during TLS/SSL session negotiation. The certificates assure the client or server process that the issuing
authority for the certificate is part of a legitimate chain of trust.

The standard Oracle Java JDK distribution includes a default truststore (cacer t s) that contains root certificates for
many well-known CAs, including Symantec. Rather than using the default truststore, Cloudera recommends using the
alternative truststore, | ssecacert s. The alternative truststore is created by copying cacert s to that filename

(j ssecacert s). Certificates can be added to this truststore when needed for additional roles or services. This alternative
truststore is loaded by Hadoop daemons at startup.

Important: For use with Cloudera clusters, the alternative trust store—j ssecacert s—must start

o as a copy of cacert s because cacert s contains all available default certificates needed to establish
the chain of trust during the TLS/SSL handshake. After j ssecacert s has been created, new public
and private root CAs are added to it for use by the cluster. See Generate TLS Certificates on page 195
for details.

The private keys are maintained in the keystore.

E,’ Note: For detailed information about the Java keystore and truststore, see Oracle documentation:

e Keytool—Key and Certificate Management Tool
e JSSE Reference Guide for Java

Although the keystore and truststore in some environments may comprise the same file, as configured for Cloudera
Manager Server and CDH clusters, the keystore and truststore are distinct files. For Cloudera Manager Server clusters,
each host should have its own keystore, while several hosts can share the same truststore. This table summarizes the
general differences between keystore and the truststore in Cloudera Manager Server clusters.

Keystore Truststore

Used by the server side of a TLS/SSL client-server Used by the client side of a TLS/SSL client-server
connection. connection.

Typically contains 1 private key for the host system. Contains no keys of any kind.

Contains the certificate for the host's private key. Contains root certificates for well-known public certificate

authorities. May contain certificates for intermediary
certificate authorities.

Password protected. Use the same password for the key | Password-protection not needed. However, if password
and its keystore. has been used for the truststore, never use the same
password as used for a key and keystore.

Password stored in a plaintext file read permissions Password (if there is one for the truststore) stored in a
granted to a specific group only (OS filesystem permissions | plaintext file readable by all (OS filesystem permissions
set to 0440, hadoop: hadoop). set to 0440).

No default. Provide a keystore name and password when | For Java JDK, cacerts is the default unless the alternative
you create the private key and CSR for any host system. | default jssecacerts is available.

Must be owned by hadoop user and group so that HDFS, | HDFS, MapReduce, and YARN need client access to
MapReduce, YARN can access the private key. truststore.
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Encrypting Data in Transit

The details in the table above are specific to the Java KeyStore (JKS) format, which is used by Java-based cluster services
such as Cloudera Manager Server, Cloudera Management Service, and many (but not all) CDH components and services.
See Certificate Formats (JKS, PEM) and Cluster Components on page 194 for information about certificate and key file
type used various processes.

CDH Services as TLS/SSL Servers and Clients

Cluster services function as a TLS/SSL server, client, or both:

HBase Q@ V]
HDFS V] V]
Hive (/) (/)
Hue (Hue is a TLS/SSL client of HDFS, MapReduce, YARN, HBase, | @ @
and Oozie.)

MapReduce (V] V]
Oozie %] V)
YARN V] o

Daemons that function as TLS/SSL servers load the keystores when starting up. When a client connects to an TLS/SSL
server daemon, the server transmits the certificate loaded at startup time to the client, and the client then uses its
truststore to validate the certificate presented by the server.

Certificate Formats (JKS, PEM) and Cluster Components

Cloudera Manager Server, Cloudera Management Service, and many other CDH services use JKS formatted keystores
and certificates. Cloudera Manager Agent, Hue, Key Trustee Server, Impala, and other Python or C++ based services
require PEM formatted certificates and keystores rather than Java. Specifically, PEM certificates conform to PKCS #8,
which requires individual Base64-encoded text files for certificate and password-protected private key file. The table
summarizes certificate types required by several components.

HBase V] %)
HDFS V] @
Hive (Hive clients and HiveServer 2) (/] @
Hue @ V]
Impala Q@ V]
MapReduce (] Q@
Oozie V] %)
Solr ] Q
YARN V] @

For more information, see:

e How to Convert Certificate Encodings (DER, JKS, PEM) for TLS/SSL
e QOpenSSL Cryptography and TLS/SSL Toolkit

194 | Cloudera Security
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Recommended Keystore and Truststore Configuration
Cloudera recommends the following for keystores and truststores for Cloudera Manager clusters:

e Create a separate keystore for each host. Each keystore should have a name that helps identify it as to the type
of host—server or agent, for example. The keystore contains the private key and should be password protected.

e Create a single truststore that can be used by the entire cluster. This truststore contains the root CA and
intermediate CAs used to authenticate certificates presented during TLS/SSL handshake. The truststore does not
need to be password protected. (See How To Add Root and Intermediary CAs to Truststore for more information
about the truststore for TLS/SSL and Cloudera clusters.)

The steps included in Generate TLS Certificates on page 195 follow this approach.

Configuring TLS Encryption for Cloudera Manager

When you configure authentication and authorization on a cluster, Cloudera Manager Server sends sensitive information
over the network to cluster hosts, such as Kerberos keytabs and configuration files that contain passwords. To secure
this transfer, you must configure TLS encryption between Cloudera Manager Server and all cluster hosts.

TLS encryption is also used to secure client connections to the Cloudera Manager Admin Interface, using HTTPS.

Cloudera Manager also supports TLS authentication. Without certificate authentication, a malicious user can add a
host to Cloudera Manager by installing the Cloudera Manager Agent software and configuring it to communicate with
Cloudera Manager Server. To prevent this, you must install certificates on each agent host and configure Cloudera
Manager Server to trust those certificates.

This guide shows how to configure and enable TLS encryption and certificate authentication for Cloudera Manager.
The provided examples use an internal certificate authority (CA) to sign all TLS certificates, so this guide also shows
you how to establish trust with the CA. (For certificates signed by a trusted public CA, establishing trust is not necessary,
because the Java Development Kit (JDK) already trusts them.)

Use this guide to enable TLS encryption and certificate authentication for Cloudera Manager:

Generate TLS Certificates

The following procedure assumes that an internal certificate authority (CA) is used, and shows how to establish trust
for that internal CA. If you are using a trusted public CA (such as Symantec, GeoTrust, Comodo, and others), you do
not need to explicitly establish trust for the issued certificates, unless you are using an older JDK and a newer public
CA. Older JDKs might not trust newer public CAs by default.

On Each Cluster Host:

Complete the following procedure on each cluster host, including the Cloudera Manager Server host.

1. Configure your environment to set JAVA_HOVE to the Oracle JDK. For example:
export JAVA HOMVE=/usr/java/jdkl.8.0_162

If you log out of the host before completing this procedure, make sure to set JAVA_HOVE again when you log in
to complete the steps.

2. Create the/ opt/ cl ouder a/ securi ty/ pki directory:
sudo nkdir -p /opt/clouderalsecurity/ pki

If you choose to use a different directory, make sure you use the same directory on all cluster hosts to simplify
management and maintenance.

3. Use the keyt ool utility to generate a Java keystore and certificate signing request (CSR). Replace the QU, O L,
ST, and Centries with the values for your environment. When prompted, use the same password for the keyst or e



passwor d and key passwor d. Cloudera Manager does not support using different passwords for the key and
keystore.

$JAVA_HOWE bi n/ keyt ool -genkeypair -alias $(hostname -f) -keyalg RSA -keystore
/ opt/cl ouderal/ security/pki/$(hostname -f).jks -keysize 2048 -dnanme "CN=$( host nane
-f), OQU=Engi neeri ng, O=Cl ouder a, L=Pal o Alto, ST=Cal i forni a, C=US" -ext san=dns: $( host nanme

$JAVA HOVE/ bi n/ keytool -certreq -alias $(hostnane -f) -keystore
/ opt/ cl oudera/ security/pki/$(hostname -f).jks -file /opt/clouderalsecurity/pki/$(hostname
-f).csr -ext san=dns: $(hostname -f) -ext EKU=serverAuth, clientAuth

E,’ Note: You must ensure that your Issuing Authority will issue the certificates with the extensions
CDH requires.

4. Submit the CSR files (for example, cnD1. exanpl e. com csr ) to your certificate authority to obtain a server
certificate.

For security purposes, many commercial CAs ignore requested extensions in a CSR. Make sure that you inform
the CA that you require certificates with both server and client authentication options.

If possible, obtain the certificate in PEM (Base64 ASCII) format. The certificate file is in PEM format if it looks similar
to this (some lines omitted):

----- BEG N CERTI FI CATE- - - - -
M | DAz CCAe's CAQAWg YOx Cz AJBgNVBAYTA! VTVRMAVEQYDVQQ EwpDYWkpZybni h
MRl WEAYDVQQOHEW QYW v EFsdG8x ETAPBgNVBA0 TCENs b3Vk ZXJ hMRQWEG YDVQQL

t udYOC32Lj G WOg5ALI i N9Oy 1u2x RKGAVF apbz AZ2r cht | CZc7nt aT6BXgW8S+Db
OHhuCbn1/ 8TL4H09G+KI JB3MN k20EbOv QX Or Bi dM 9gaNX86nDi 7pouXZel Z5c5
UnDPt r hWb A==

----- END CERTI FI CATE- - - - -

If your issued certificate is in binary (DER) format, convert it to PEM format.

5. After you have received the signed certificate, copy the signed certificate to the following location:

/ opt/cl ouderal/security/pki/$(hostnanme -f).pem

6. Inspect the signed certificate to verify that both server and client authentication options are present, as well as
the subject alternative name:

openssl x509 -in /opt/clouderal/security/pki/$(hostname -f).pem -noout -text
Look for output similar to the following to verify the server and client authentication options:

X509v3 Ext ended Key Usage:
TLS Web Server Authentication, TLS Web dient Authentication

Look for output similar to the following to validate the subject alternative name:

X509v3 Subject Alternative Nane:
DNS: host namne. exanpl e. com



o Important:

If the certificate does not have the DNS field, re-submit the CSR to the CA, and request that they
generate a certificate that keeps the Subject Alternative Name field intact.

If the certificate does not have both TLS Wb Server Aut henticationandTLS Web d i ent
Aut henti cati on listed in the X509v3 Ext ended Key Usage section, re-submit the CSR to
the CA, and request that they generate a certificate that can be used for both server and client
authentication.

7. Copy the root and intermediate CA certificates to/ opt / cl ouder a/ securi t y/ pki / r oot ca. pemand
/ opt/ cl ouder a/ security/ pki/intca. pemon each host. If you have a concatenated file containing the root
CA and an intermediate CA certificate, split the file along the END CERTI FI CATE/BEG N CERTI FI CATE boundary
into individual files. If there are multiple intermediate CA certificates, use unique file names such asi nt ca- 1. pem
i nt ca- 2. pem and so on.

8. Copy the IDK cacert s filetoj ssecacert s as follows:

sudo cp $JAVA HOVE/jrel/lib/security/cacerts $JAVA HOWE/ jre/lib/security/jssecacerts
E,i Note: The default password for the cacert s file is changei t . The same applies to the

j ssecacert s file if you copied it from the cacert s before changing the password. Cloudera
recommends changing these passwords by running the following commands:

$JAVA_HOWE bi n/ keyt ool -storepasswd -keystore
$JAVA HOWE/ jrellibl/security/cacerts

$JAVA HOWE bi n/ keyt ool -storepasswd -keystore
$JAVA HOWE jre/lib/security/jssecacerts

The Oracle JDK uses the j ssecacert s file for its default truststore if it exists. Otherwise, it uses the cacerts
file. Creating the j ssecacert s file allows you to trust an internal CA without modifying the cacert s file that is
included with the JDK.

E,i Note: If you upgrade your JDK, make sure to copy your existing j ssecacer t s file to the new
JDK (under $JAVA HOVE/ jrel/li b/ security).

9. Import the root CA certificate into the JDK truststore.

sudo $JAVA HOVE/ bi n/ keytool -inportcert -alias rootca -keystore
$JAVA HOWE/ jrel/libl/securityl/jssecacerts -file /opt/clouderal/security/pki/rootca.pem

If you see a message like the following, enter yes to continue:
Trust this certificate? [no]: yes
You must see the following response verifying that the certificate has been properly imported:

Certificate was added to keystore



10 Append the intermediate CA certificate to the signed host certificate, and then import it into the keystore. Make
sure that you use the append operator (>>) and not the overwrite operator (>):

sudo cat /opt/clouderal/security/pki/intca.pem >> /opt/clouderal/security/pki/$(hostnane
-f). pem

sudo $JAVA HOVE/ bi n/ keyt ool -inportcert -alias $(hostnane -f) -file
/ opt/cl ouder a/ security/pki/$(hostnane -f).pem -keystore
/ opt/ cl ouder al/ security/pki/$(hostname -f).]ks

If you see a message like the following, enter yes to continue:
is not trusted. Install reply anyway? [no]: yes
You must see the following response verifying that the certificate has been properly imported:
Certificate reply was installed in keystore

If you do not see this response, contact Cloudera Support.

1. Create symbolic links (symlink) for the certificate and keystore files:

sudo I n -s /opt/clouderal/security/pki/$(hostnane -f).pem
/ opt/cl ouder al/ security/ pki/agent.pem

This allows you to use the same / et ¢/ cl ouder a- scm agent / confi g. i ni file on all agent hosts rather than
maintaining a file for each agent.

On the Cloudera Manager Server Host

On the Cloudera Manager Server host, create an additional symlink for the keystore file:

sudo In -s /opt/clouderal/security/pki/$(hostnane -f).jks
[ opt/cl ouderal security/pki/server.jks

Configure TLS for the Cloudera Manager Admin Console

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Use the following procedure to enable TLS encryption for the Cloudera Manager Server admin interface. Make sure
you have generated the host certificate as described in Generate TLS Certificates on page 195.

Step 1: Enable HTTPS for the Cloudera Manager Admin Console

1. Log in to the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Select the Security category.

4. Configure the following TLS settings:

Property Description

Cloudera Manager TLS/SSL | The complete path to the keystore file. For example:

Server JKS Keystore File
Location / opt/cl ouderal/ security/ pki/server.jks

Cloudera Manager TLS/SSL | The password for the / opt / cl ouder a/ securi ty/j ks/ server. j ks keystore.
Server JKS Keystore File
Password




Property Description

Use TLS Encryption for Check this box to enable TLS encryption for Cloudera Manager.
Admin Console

5. Enter a Reason for Change, then click Save Changes to save the settings.

Step 2: Specify SSL Truststore Properties for Cloudera Management Services

When enabling TLS for the Cloudera Manager Server admin interface, you must set the Java truststore location and
password in the Cloudera Management Services configuration. Otherwise, roles such as Host Monitor and Service
Monitor cannot connect to Cloudera Manager Server and will not start.

Configure the path and password for the $JAVA HOVE/ jre/ | i b/ security/jssecacerts truststore that you
created earlier. Make sure that you have created this file on all hosts, including the Cloudera Management Service
hosts, as instructed in Generate TLS Certificates on page 195.

1. Open the Cloudera Manager Administration Console and go to the Cloudera Management Service service.
. Click the Configuration tab.

. Select Scope > Cloudera Management Service (Service-Wide).

. Select Category > Security.

. Edit the following TLS/SSL properties according to your cluster configuration.
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Property Description

TLS/SSL Client Truststore File | The path to the client truststore file used in HTTPS communication. This truststore
Location contains certificates of trusted servers, or of Certificate Authorities trusted to
identify servers. For this example, set the value to:

<JAVA HOVE>/jrellibl/security/jssecacerts

Replace <JAVA HOVE> with the path to the Oracle JDK.

Cloudera Manager Server The password for the truststore file.
TLS/SSL Certificate Trust Store
Password

6. Click Save Changes to commit the changes.

Step 3: Restart Cloudera Manager and Services

You must restart both Cloudera Manager Server and the Cloudera Management Service for TLS encryption to work.
Otherwise, the Cloudera Management Services (such as Host Monitor and Service Monitor) cannot communicate with
Cloudera Manager Server.

1. Restart the Cloudera Manager Server by running the following command on the Cloudera Manager Server host:

e RHEL 7 compatible:

sudo systenctt| restart cloudera-scmserver

e RHEL 6 compatible, SLES, Ubuntu:

sudo service cloudera-scmserver restart

2. After the restart completes, connect to the Cloudera Manager Admin Console using the HTTPS URL (for example:
https://cnD1. exanpl e. com 7183). If you used an internal CA-signed certificate, you must configure your
browser to trust the certificate. Otherwise, you will see a warning in your browser any time you access the Cloudera
Manager Administration Console. By default, certificates issued by public commercial CAs are trusted by most
browsers, and no additional configuration is necessary if your certificate is signed by one of them.




3. Restart the Cloudera Management Service (Cloudera Management Service > Actions > Restart).

Configure TLS for Cloudera Manager Agents
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Use the following procedure to encrypt the communication between Cloudera Manager Server and Cloudera Manager
Agents:

Step 1: Enable TLS Encryption for Agents in Cloudera Manager
Configure the TLS properties for Cloudera Manager Agents.

1. Login to the Cloudera Manager Admin Console.
. Select Administration > Settings.

. Select the Security category.

. Select the Use TLS Encryption for Agents option.
. Click Save Changes to commit the changes.
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Step 2: Enable TLS on Cloudera Manager Agent Hosts

To enable TLS between the Cloudera Manager agents and Cloudera Manager, you must specify values for the TLS
properties in the / et ¢/ cl ouder a- scm agent/ confi g. i ni configuration file on all agent hosts.

1. On each agent host (including the Cloudera Manager Server host, which also has an agent), open the
/ et c/ cl ouder a- scm agent / confi g. i ni configuration fileandsettheuse_t | s parameterinthe[ Security]
section as follows:

use_tls=1

Alternatively, you can edit the confi g. i ni file on one host, and then copy it to the other hosts because this file
by default does not contain host-specific information. If you have modified properties such as

l'i stening_hostnaneorlistening ip addressinconfig.ini,youmusteditthe file individually on each
host.

Step 3: Restart Cloudera Manager Server and Agents
1. Restart the Cloudera Manager Server by running the following command on the Cloudera Manager Server host:

e RHEL 7 compatible:
sudo systenct| restart cloudera-scmserver
e RHEL 6 compatible, SLES, Ubuntu:

sudo service cloudera-scmserver restart

2. On each agent host (including the Cloudera Manager Server host), restart the Cloudera Manager agent service:

e RHEL 7 compatible:

sudo systenct| restart cloudera-scm agent

e RHEL 6 compatible, SLES, Ubuntu:



sudo service cloudera-scmagent restart

Step 4: Verify that the Cloudera Manager Server and Agents are Communicating
In the Cloudera Manager Admin Console, go to Hosts > All Hosts. If you see successful heartbeats reported in the Last
Heartbeat column after restarting the agents, TLS encryption is working properly.
Enable Server Certificate Verification on Cloudera Manager Agents
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

If you have completed the previous sections, communication between Cloudera Manager server and the agents is
encrypted, but the certificate authenticity is not verified. For full security, you must configure the agents to verify the
Cloudera Manager server certificate. If you are using a server certificate sighed by an internal certificate authority (CA),
you must configure the agents to trust that CA:

1. On each agent host (including the Cloudera Manager Server host), open the
/ et c/ cl ouder a- scm agent / confi g. i ni configuration file, and then uncomment and set the following
property:

verify_cert_file=/opt/clouderal/security/pki/rootca.pem

Alternatively, you can edit the conf i g. i ni file on one host, and then copy it to the other hosts because this file
by default does not contain host-specific information. If you have modified properties such as

|'i stening_hostnanmeorlistening_ ip addressinconfig.ini,youmusteditthe file individually on each
host.

2. Restart the Cloudera Manager agents. On each agent host (including the Cloudera Manager Server host), run the
following command:

e RHEL 7 compatible:

sudo systenctt| restart cloudera-scm agent

e RHEL 6 compatible, SLES, Ubuntu:

sudo service cloudera-scm agent restart

3. Verify that the Cloudera Manager server and agents are communicating. In the Cloudera Manager Admin Console,
go to Hosts > All Hosts. If you see successful heartbeats reported in the Last Heartbeat column after restarting
the agents and management service, TLS verification is working properly. If not, check the agent log
(/var/1og/ cl ouder a- scm agent / cl ouder a- scm agent . | og) for errors.

Configure Agent Certificate Authentication

Important: Perform this procedure on each agent host, including the Cloudera Manager Server host,
which also has an agent.

Without certificate authentication, a malicious user can add a host to Cloudera Manager by installing the Cloudera
Manager agent software and configuring it to communicate with Cloudera Manager Server. To prevent this, you must
configure Cloudera Manager to trust the agent certificates.

Step 1: Export the Private Key to a File

On each Cloudera Manager Agent host, use the keyt ool utility to export the private key and certificate to a PKCS12
file, which can then be split up into individual key and certificate files using the openssl command:



1. Export the private key and certificate:

sudo $JAVA HOVE/ bi n/ keyt ool -inportkeystore -srckeystore

/opt/cl ouderal/security/pki/$(hostname -f).jks -destkeystore

/opt/cl ouderal/ security/pki/$(hostname -f)-key.pl2 -deststoretype PKCS12 -srcalias
$(host nane -f)

2. Use the openssl command to export the private key into its own file:

sudo openssl pkcs12 -in /opt/clouderal/security/pki/$(hostnane -f)-key.pl2 -nocerts -out
/ opt/cl ouderal/ security/ pki/$(hostname -f). key

3. Create a symbolic link for the . key file:

sudo In -s /opt/clouderal/security/pki/$(hostname -f).key
/opt/cl ouderal security/pki/agent.key

This allows you to use the same / et ¢/ cl ouder a- scm agent/ confi g.i ni file on all agent hosts rather than
maintaining a file for each agent.

Step 2: Create a Password File

The Cloudera Manager agent obtains the password from a text file, not from a command line parameter or environment
variable. The password file allows you to use file permissions to protect the password. For example, run the following
commands on each Cloudera Manager Agent host, or run them on one host and copy the file to the other hosts:

Create and secure the file containing the password used to protect the private key of the Agent:

1. Use a text editor to create a file called / et ¢/ cl ouder a- scm agent / agent key. pwthat contains the password.
2. Change ownership of the file tor oot :

sudo chown root:root /etc/cloudera-scm agent/agentkey. pw

3. Change the permissions of the file:

sudo chnod 440 /etc/cl oudera-scm agent/agent key. pw

Step 3: Configure the Agent to Use Private Keys and Certificates

On a Cloudera Manager Agent, open the / et ¢/ cl ouder a- scm agent / confi g. i ni configuration file, uncomment
and edit the following properties:

Property Example Value Description

client_key file |/qi/dagrdsmritypi/apt.lkgy| Path to the private key file.

client_keypw fil e |/addadrasrvapt/agtle/m Path to the private key password file.

client_cert_file |/qi/dadrdsmritypi/agt.pam Path to the client certificate file.

Copy the file to all other cluster hosts. If you have modified properties such as| i st eni ng_host naneorli stening_ip
address inconfi g.ini, you must edit the file individually on each host.

Step 4: Enable Agent Certificate Authentication

1. Log in to the Cloudera Manager Admin Console.
2. Select Administration > Settings.

3. Click the Security category.

4. Configure the following TLS settings:



Setting Description

Use TLS Authentication of Agents | Select this option to enable TLS authentication of agents to the server.

to Server
Cloudera Manager TLS/SSL Specify the full filesystem path to the j ssecacert s file located on the
Certificate Trust Store File Cloudera Manager Server host. For this example, set the value to:

<JAVA HOVE>/jrel/libl/security/jssecacerts

Replace <JAVA HOVE> with the path to the Oracle JDK.

Cloudera Manager TLS/SSL Specify the password for the j ssecacert s truststore.
Certificate Trust Store Password

5. Click Save Changes to commit the changes.

Step 5: Restart Cloudera Manager Server and Agents

1. On the Cloudera Manager server host, restart the Cloudera Manager server:

e RHEL 7 compatible:

sudo systenct| restart cloudera-scm server

e RHEL 6 compatible, SLES, Ubuntu:

sudo service cloudera-scmserver restart

2. On every agent host, restart the Cloudera Manager agent:

e RHEL 7 compatible:
sudo systentt| restart cloudera-scm agent

e RHEL 6 compatible, SLES, Ubuntu:

sudo service cloudera-scmagent restart

Step 6: Verify that Cloudera Manager Server and Agents are Communicating

In the Cloudera Manager Admin Console, go to Hosts > All Hosts. If you see successful heartbeats reported in the Last
Heartbeat column after restarting the agents and server, TLS certificate authentication is working properly. If not,
check the agent log (/ var/ | og/ cl ouder a- scm agent / cl ouder a- scm agent . | og) for errors.

For example, you might see the following error:

WongHost: Peer certificate commonName does not match host, expected 192.0.2. 155, got
cdh- 1. exanpl e. com

[ 02/ May/ 2018 15:04: 15 +0000] 4655 Mai nThread agent ERROR Heartbeating to
192. 0. 2. 155: 7182 fail ed

For this scenario, make sure that your DNS and / et ¢/ host s file are configured correctly, and that your ser ver _host

parameter in/ et ¢/ cl ouder a- scm agent/ confi g. i ni uses the Cloudera Manager Server hostname, and not IP
address.



Configuring TLS/SSL Encryption for CDH Services

In addition to configuring Cloudera Manager cluster to use TLS/SSL (as detailed in Configuring TLS Encryption for
Cloudera Manager on page 195), the various CDH services running on the cluster should also be configured to use
TLS/SSL. The process of configuring TLS/SSL varies by component, so follow the steps below as needed for your system.
Before trying to configure TLS/SSL, however, be sure your cluster meets prerequisites.

In general, all the roles on any given node in the cluster can use the same certificates, assuming the certificates are in
the appropriate format (JKS, PEM) and that the configuration properly points to the location. If you follow the steps
in How to Configure TLS Encryption for Cloudera Manager to create your CSRs and use the symbolic link for the path
to the certificates, you will be setting up the certificates in the cluster for optimal reuse.

E,i Note: TLS/SSL for Hadoop core services—HDFS, MapReduce, and YARN—must be enabled as a group.
TLS/SSL for other components such as HBase, Hue, and Oozie can be enabled independently.

Not all components support TLS/SSL, nor do all external engines support TLS/SSL. Unless explicitly listed in this guide,
the component you want to configure may not currently support TLS/SSL. For example, Sqoop does not currently
support TLS/SSL to Oracle, MySQL, or other databases.

Prerequisites

Cloudera recommends that the cluster and all services use Kerberos for authentication. If you enable TLS/SSL for a
cluster that has not been configured to use Kerberos, a warning displays. You should integrate the cluster with your
Kerberos deployment before proceeding.

The steps below require the cluster to have TLS enabled to ensure that Cloudera Manager Server certificate and
Cloudera Manager Agent certificates are properly configured and already in place. In addition, you should have the
certificates and keys needed by the specific CDH server ready.

If the cluster meets these requirements, you can configure the specific CDH service to use TLS/SSL, as detailed in this
section.

Configuring TLS/SSL for HDFS, YARN and MapReduce

Required Role: Configurator, Cluster Administrator, or Full Administrator

TLS/SSL for the core Hadoop services—HDFS, MapReduce, and YARN—must be enabled as a group. Because most
clusters run either MapReduce or YARN, not both, you will typically enable HDFS and YARN, or HDFS and MapReduce.
Enabling TLS/SSL on HDFS is required before it can be enabled on either MapReduce or YARN.

E’; Note: If you enable TLS/SSL for HDFS, you must also enable it for MapReduce or YARN.

The steps below include enabling Kerberos authentication for HTTP Web-Consoles. Enabling TLS/SSL for the core
Hadoop services on a cluster without enabling authentication displays a warning.

Before You Begin

e Before enabling TLS/SSL, keystores containing certificates bound to the appropriate domain names will need to
be accessible on all hosts on which at least one HDFS, MapReduce, or YARN daemon role is running.

¢ Since HDFS, MapReduce, and YARN daemons act as TLS/SSL clients as well as TLS/SSL servers, they must have
access to truststores. In many cases, the most practical approach is to deploy truststores to all hosts in the cluster,
as it may not be desirable to determine in advance the set of hosts on which clients will run.

e Keystores for HDFS, MapReduce and YARN must be owned by the hadoop group, and have permissions 0440
(that is, readable by owner and group). Truststores must have permissions 0444 (that is, readable by all)

¢ Cloudera Manager supports TLS/SSL configuration for HDFS, MapReduce and YARN at the service level. For each
of these services, you must specify absolute paths to the keystore and truststore files. These settings apply to all



hosts on which daemon roles of the service in question run. Therefore, the paths you choose must be valid on all
hosts.

An implication of this is that the keystore file names for a given service must be the same on all hosts. If, for
example, you have obtained separate certificates for HDFS daemons on hosts nodel. exanpl e. comand
node2. exanpl e. com you might have chosen to store these certificates in files called hdf s- nodel. keyst or e
and hdf s- node2. keyst or e (respectively). When deploying these keystores, you must give them both the same
name on the target host — for example, hdf s. keyst or e.

Multiple daemons running on a host can share a certificate. For example, in case there is a DataNode and an Oozie
server running on the same host, they can use the same certificate.

Configuring TLS/SSL for HDFS
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7.

8.

. Go to the HDFS service.

. Click the Configuration tab.

. Select Scope > HDFS (Service-Wide).

. Select Category > Security.

. Inthe Search field, type TLS/SSL to show the TLS/SSL properties (found under the Service-Wide > Security category).
. Edit the following properties according to your cluster configuration:

Property Description

Hadoop TLS/SSL Server Path to the keystore file containing the server certificate and private key.
Keystore File Location

Hadoop TLS/SSL Server Password for the server keystore file.
Keystore File Password

Hadoop TLS/SSL Server Password that protects the private key contained in the server keystore.
Keystore Key Password

If you are not using the default truststore, configure TLS/SSL client truststore properties:

o Important: The HDFS properties below define a cluster-wide default truststore that can be
overridden by YARN and MapReduce (see the Configuring TLS/SSL for YARN and MapReduce
section below).

Property Description

Cluster-Wide Default TLS/SSL | Path to the client truststore file. This truststore contains certificates of trusted
Client Truststore Location servers, or of Certificate Authorities trusted to identify servers.

Cluster-Wide Default TLS/SSL | Password for the client truststore file.
Client Truststore Password

(Optional) Cloudera recommends you enable web Ul authentication for the HDFS service. Web Ul authentication
uses SPNEGO. After enabling this, you cannot access the Hadoop web consoles without a valid Kerberos ticket
and proper client-side configuration. For more information, see How to Configure Browsers for Kerberos
Authentication on page 372.

To enable web Ul authentication, enter web consoles in the Search field to bring up the Enable Authentication
for HTTP Web-Consoles property (found under the Service-Wide>Security category). Check the property to enable
web Ul authentication.



Enable Authentication for Enables authentication for Hadoop HTTP web-consoles for all roles of this service.
HTTP Web-Consoles

E'INote: This is effective only if security is enabled for the HDFS
service.

9. Click Save Changes.
10 Follow the procedure described in the following Configuring TLS/SSL for YARN and MapReduce section, at the

end of which you will be instructed to restart all the affected services (HDFS, MapReduce and YARN).
Configuring TLS/SSL for YARN or MapReduce
Perform the following steps to configure TLS/SSL for the YARN or MapReduce services:
1. Go to the YARN or MapReduce service.

2. Click the Configuration tab.
3. Select Scope > service name (Service-Wide).
4. Select Category > Security.
5. Locate the <property name> property or search for it by typing its name in the Search box.
6. Inthe Search field, type TLS/SSL to show the TLS/SSL properties (found under the Service-Wide > Security category).
7. Edit the following properties according to your cluster configuration:
Property Description
Hadoop TLS/SSL Server Path to the keystore file containing the server certificate and private key.

Keystore File Location

Hadoop TLS/SSL Server Password for the server keystore file.
Keystore File Password

Hadoop TLS/SSL Server Password that protects the private key contained in the server keystore.
Keystore Key Password

8. Configure the following TLS/SSL client truststore properties for MRv1 or YARN only if you